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Abstract

We discuss several issues related to collinear singularities and the choice of the factorization scale in perturbative QCD calculations. First, we argue in favor of the use of a bottom-quark distribution function, which sums collinear logarithms, in the calculation of the cross section for Higgs-boson production in association with bottom quarks. As a testing ground for Higgs searches, we propose a measurement of Z-boson production in association with heavy quarks, using an inclusive heavy-quark tagging technique. Next, we present a calculation of the next-to-leading-order QCD corrections to Drell-Yan production of a W boson, regulating the collinear singularities with a nonzero quark mass and the infrared and ultraviolet singularities with dimensional regularization. Finally, we present the collinear factorization scheme, in which only collinear physics is absorbed into the parton distribution functions. We provide a physically motivated method for choosing the factorization scale in this scheme, and show, for the case of Drell-Yan production of an electroweak gauge boson, that the next-to-leading-order QCD corrections are very small for this choice of factorization scale.
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Chapter 1

Introduction

Cross sections for scattering processes at hadron colliders are calculated using the parton model, in which a hadron is thought of as a collection of quarks, antiquarks, and gluons (collectively called “partons”), each carrying some fraction of the hadron’s momentum. The number density of particles of species $i$ with momentum fraction $x$ ($0 \leq x \leq 1$) is given by the parton distribution function $f_i(x)$. At present there is no way to predict the forms of these functions theoretically, and they must therefore be extracted from experimental data.

The cross section $\sigma$ for a hadronic scattering process is given by a convolution integral of the form

$$\sigma = \sum_{i,j} \int_0^1 dx_1 \int_0^1 dx_2 f_i(x_1) f_j(x_2) \hat{\sigma}_{ij}(x_1, x_2),$$

where $\hat{\sigma}_{ij}$ denotes the partonic cross section with partons $i$ and $j$ in the initial state. At sufficiently high energies, such as those found at hadron colliders, this partonic cross section can be calculated using perturbation theory, while the nonperturbative physics involved in the hadronic structure is encapsulated in the parton distribution functions.

Higher-order corrections in parton-model calculations often involve large logarithms of the form $\ln(Q/m)$, where $m$ is the mass of a parton and $Q$ is a mass scale characterizing the process being studied (e.g. $M_Z$ in the case of $Z$-boson production). These logarithms arise from regions of phase space where two partons’ momenta are nearly collinear, and degrade the convergence of the perturbation series. In fact, since quark masses are often neglected (and gluons really are massless), they produce collinear divergences, which must be dealt
with if we are to obtain sensible results from parton-model calculations beyond the leading order.

Fortunately, these collinear divergences can be thought of as corresponding to corrections to the parton distribution functions due to the splitting of one parton into a pair of collinear partons. They can thus be absorbed by a renormalization of the parton distribution functions, leaving only finite corrections to the hard-scattering cross section. This requires the introduction of a factorization scale $\mu$, which can be a source of uncertainty in theoretical predictions. Exact cross sections (to all orders in perturbation theory) must be independent of $\mu$, but fixed-order results need not be. Leading-order and next-to-leading-order results often exhibit significant dependence on $\mu$. Hence one must either report a sizable theoretical uncertainty due to factorization-scale choice, or (preferably) choose $\mu$ in such a way that one can have confidence in the validity of the results.

In this thesis we discuss several issues related to collinear divergences and the factorization scale. In Chapter 2 we argue for the use of a bottom-quark distribution function in the calculation of associated production of a Higgs boson with bottom quarks, and, as a test case for Higgs searches, propose a measurement of associated production of a $Z$ boson with heavy quarks. In Chapter 3 we present a calculation of the next-to-leading-order QCD corrections to Drell-Yan production of a $W$ boson, using a nonzero quark mass in order to distinguish the collinear divergences from the infrared and ultraviolet divergences. In Chapter 4 we present a factorization scheme in which only collinear physics is absorbed into the parton distribution functions, and provide a physically motivated method for choosing the factorization scale in this scheme.
Chapter 2

Inclusive Production of a Higgs or $Z$ Boson in Association with Heavy Quarks\(^1\)

We calculate the cross section for the production of a $Z$ boson in association with heavy quarks. We suggest that this cross section can be measured using an inclusive heavy-quark tagging technique. This could be used as a feasibility study for the search for a Higgs boson produced in association with bottom quarks. We argue that the best formalism for calculating that cross section is based on the leading-order process $b\bar{b} \rightarrow h$, and that it is valid for all Higgs masses of interest at both the Fermilab Tevatron and the CERN Large Hadron Collider.

2.1 Introduction

In the standard model, the Higgs boson has a very weak coupling to bottom quarks. However, in a two-Higgs-doublet model, the coupling of some or all of the physical Higgs particles to bottom quarks can be greatly enhanced. For example, this occurs in the minimal supersymmetric model for large values of $\tan \beta \equiv v_2/v_1$, where $v_1$ and $v_2$ are the vacuum expectation values of the Higgs doublets that couple to bottom and top quarks, respectively. If the coupling is sufficiently enhanced, the production of Higgs bosons in association with bottom quarks can be an important process at the Fermilab Tevatron ($pp$, $\sqrt{S} = 1.96$ TeV) and the CERN Large Hadron Collider (LHC) ($pp$, $\sqrt{S} = 14$ TeV). A great deal of attention has been directed towards this process [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27].

\(^1\)This chapter includes material previously published in Ref. [1].
In order to separate the signal from the background, and also to identify the production process, it is advantageous to tag one or more of the bottom quarks produced along with the Higgs boson (in addition to the bottom quarks that might result from Higgs decay). Up until now, this has been discussed as the identification of a high-$p_T$ $b$-tagged jet. However, there exist more inclusive means to identify bottom quarks in the final state at hadron colliders, such as identifying a secondary vertex without requiring the reconstruction of a high-$p_T$ jet [28]. In this paper we would like to lay the groundwork for such a measurement.

As a testing ground for the Higgs, we propose a measurement of the inclusive production of a $Z$ boson in association with heavy quarks.\(^2\) This is more complicated than the Higgs case for three reasons. First, the $Z$ boson is produced in association with both bottom and charm quarks, so both possibilities must be taken into account. Second, $Z$ bosons are dominantly produced in association with light quarks, which can fake a heavy quark. Third, the processes $q\bar{q} \to ZQ\bar{Q}$ and $qQ \to ZqQ$ ($Q = c, b$), where the $Z$ couples to the light quarks, are contributions that have no analogue in the Higgs case.

There is a second motivation for this paper. There exist two different formalisms for the calculation of inclusive Higgs production in association with bottom quarks. The first is based on the leading-order (LO) process $gg \to hb\bar{b}$, the second on the LO process $b\bar{b} \to h$.\(^3\) The advantage of the latter formalism is that it resums, to all orders in perturbation theory, collinear logarithms of the form $\ln(m_h/m_b)$ that arise in the calculation based on $gg \to hb\bar{b}$ [31, 32]. It has recently been suggested that both formalisms may be unreliable for Higgs bosons at the Tevatron [33]. We will show evidence that the calculation based on $b\bar{b} \to h$ is reliable for Higgs masses of experimental interest, and argue for its superiority. However, we also find evidence that the formalism fails as the Higgs mass approaches the machine energy, in agreement with Ref. [33].

The paper is organized as follows. We first discuss, in Section 2.2, the calculation of

\(^{2}\)The production of a $Z$ boson in association with a heavy-quark jet is dealt with in Refs. [29, 30].

\(^{3}\)When a $b$ distribution function is used, it is implicit that there is a spectator $\bar{b}$ in the final state.
$b\bar{b} \rightarrow h$, and argue that it is reliable for all Higgs masses of interest at the Tevatron and LHC. We then turn in Section 2.3 to inclusive production of a $Z$ boson with heavy quarks. Readers who are only interested in the latter topic may skip directly to that section. We conclude with a discussion of our results.

## 2.2 Higgs production in association with heavy quarks

Inclusive Higgs production in association with bottom quarks may be calculated in two different schemes. One may work in a four-flavor scheme, where the leading-order (LO) process is $gg \rightarrow h b\bar{b}$. This approach yields collinear logarithms of the form $\ln(m_h/m_b)$, which degrade the convergence of the perturbation series. Alternatively, one may work in a five-flavor scheme, where the LO process is $b\bar{b} \rightarrow h$ [31, 32]. The calculation based on $b\bar{b} \rightarrow h$ yields a more convergent perturbation series, since the collinear logarithms are summed into the $b$-quark distribution functions via the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations. As one calculates to higher and higher order in perturbation theory, the two calculations should approach each other, since they are simply different orderings of the same terms.

The collinear logarithms that arise in $gg \rightarrow h b\bar{b}$ at LO can be captured by an approximate $b$-quark distribution function,

$$\tilde{b}(x, \mu_F) = \frac{\alpha_s(\mu_F)}{2\pi} \ln \left( \frac{\mu_F^2}{m_b^2} \right) \int_x^1 \frac{dy}{y} P_{qg} \left( \frac{x}{y} \right) g(y, \mu_F),$$

where $P_{qg}(x) = \frac{1}{2}[x^2+(1-x)^2]$ is the LO DGLAP splitting function and $\mu_F$ is the factorization scale, of order $m_h$. Unlike the exact $b$ distribution function, the approximate $b$ distribution function does not sum the collinear logarithms. Thus the calculations $gg \rightarrow h b\bar{b}$ and $b\bar{b} \rightarrow h$ should approximately agree if the terms enhanced by collinear logarithms in $gg \rightarrow h b\bar{b}$ are
Recently it was noted that the calculations $gg \rightarrow h b\bar{b}$ and $\bar{b}b \rightarrow h$ differ substantially at LO for heavy Higgs bosons ($m_h > 100$ GeV) at the Tevatron, the discrepancy increasing with increasing Higgs mass [33]. In contrast, the two calculations agree fairly well at the LHC for $m_h = 100 - 500$ GeV as well as at the Tevatron for $m_h < 100$ GeV. Ref. [33] concludes that both calculations are suspect at the Tevatron for $m_h > 100$ GeV.

We show in Fig. 2.1 the ratio of $\bar{b}b \rightarrow h$ to $gg \rightarrow h b\bar{b}$ at both the Tevatron and the LHC. These results agree closely with those of Ref. [33]. We see that the ratio is about 1.5 for $m_h = 200$ GeV at the Tevatron, increasing to nearly 2 for $m_h = 500$ GeV.

Implicit in this argument is the choice of the factorization scale. It was argued in Ref. [21] that the appropriate factorization scale is $\mu_F \approx m_h/4$, and this is the scale that was used in Ref. [33] and Fig. 2.1. We show below that for heavy Higgs bosons at the Tevatron, a slightly lower scale is more appropriate, and that this partially resolves the large discrepancy between the LO calculations of $gg \rightarrow h b\bar{b}$ and $\bar{b}b \rightarrow h$.

The argument for the factorization scale made in Ref. [21] is based on an analysis of the collinear logarithm that arises at next-to-leading order (NLO) in the calculation of $b\bar{b} \rightarrow h$. 

Figure 2.1: $\sigma(\bar{b}b \rightarrow h)/\sigma(gg \rightarrow h b\bar{b})$ vs. $m_h$ at the Tevatron and the LHC, using MRST2001 LO parton distribution functions [34], $m_b = 4.7$ GeV, and $\mu_F (= \mu_R) = m_h/4$.
Table 2.1: The factorization scale relative to the Higgs mass, $\mu_F/m_h$, at the Tevatron and the LHC. The factorization scale is determined by the point at which the curves in Fig. 2.2 reach 85% of their values on the collinear plateau.

<table>
<thead>
<tr>
<th>$m_h$ [GeV]</th>
<th>Tevatron</th>
<th>LHC</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.203</td>
<td>0.227</td>
</tr>
<tr>
<td>200</td>
<td>0.188</td>
<td>0.219</td>
</tr>
<tr>
<td>300</td>
<td>0.176</td>
<td>0.215</td>
</tr>
<tr>
<td>400</td>
<td>0.166</td>
<td>0.210</td>
</tr>
<tr>
<td>500</td>
<td>0.157</td>
<td>0.206</td>
</tr>
</tbody>
</table>

and is in the same spirit as the argument of Refs. [36, 37]. In the collinear region, the NLO differential hadronic cross section scales like $d\sigma/dt \sim 1/t$, where $t$ is the usual Mandelstam variable. We show in Fig. 2.2 the quantity $-t d\sigma/dt$ vs. $\sqrt{-t}/m_h$ for the NLO process $gb \rightarrow hb$ at both the Tevatron and the LHC for $m_h = 100 - 500$ GeV.\textsuperscript{4} The factorization scale should be chosen near the end of the collinear plateau. At the LHC this plateau ends around $m_h/4$ for the Higgs-boson masses considered. However, at the Tevatron the end of the plateau slowly creeps below $m_h/4$ as the Higgs-boson mass increases (this is also true at the LHC, but much less so).

To be consistent, we choose the factorization scale to be where $-t d\sigma/dt$ reaches 85% of its value on the collinear plateau. The resulting factorization scale at both the Tevatron and the LHC is given in Table 2.1. We show in Fig. 2.3 the ratio of $\overline{b}b \rightarrow h$ to $gg \rightarrow h\overline{b}b$ at both the Tevatron and the LHC with this choice of factorization scale. The ratio approaches unity for large Higgs masses at the LHC, as would be expected if the collinear logarithms dominate. The situation at the Tevatron is more complicated. The ratio is near unity for Higgs masses of experimental interest, indicating that the calculation is reliable. However, as the Higgs mass increases the ratio grows, and continues to grow as the mass approaches the machine energy. This suggests that the calculation based on $b\overline{b} \rightarrow h$ may be unreliable for very heavy Higgs bosons at the Tevatron.

\textsuperscript{4}Since this is a NLO process, we use NLO parton distribution functions [35]. We use $\mu_F = m_h$ (the default value), as this graph is being used to determine $\mu_F$. We subsequently check that the curves are not very sensitive to the choice of $\mu_F$. 

7
Figure 2.2: \( -t \frac{d\sigma}{dt} \) vs. \( \sqrt{-t}/m_h \) for \( gb \rightarrow hb \) at the Tevatron and the LHC. The factorization scale for \( bb \rightarrow h \) should be chosen near the end of the collinear plateau.

In the full calculation of \( bb \rightarrow h \) (using the exact \( b \) distribution function) it is important to choose the factorization scale near the end of the collinear plateau, but not very important exactly how that is defined. A less-than-optimal choice will be corrected by higher orders. Indeed, the next-to-next-to-leading-order (NNLO) calculation of \( bb \rightarrow h \) has very little factorization-scale dependence for values of \( \mu_F \) near the end of the collinear plateau [22].

The advantage of the calculation based on the LO process \( bb \rightarrow h \) is actually twofold. As already discussed, it gives a more convergent perturbation series. In addition, it allows for a higher-order calculation than \( gg \rightarrow hbb \), since it is a simpler LO process. Indeed, \( bb \rightarrow h \) is known at NNLO [22], while \( gg \rightarrow hbb \) is known only at NLO [23, 24, 25]. Thus the NNLO calculation of \( bb \rightarrow h \) is the most accurate existing calculation of inclusive Higgs-boson production in association with bottom quarks. This is reflected by the very mild dependence of the NNLO calculation of \( bb \rightarrow h \) on the factorization scale in comparison with that of the NLO calculation of \( gg \rightarrow hbb \) [26]. It would be interesting to study the behavior of the NNLO calculation for very heavy Higgs bosons at the Tevatron.
Figure 2.3: $\sigma(\bar{b}b \rightarrow h)/\sigma(gg \rightarrow h\bar{b}b)$ vs. $m_h$ at the Tevatron and the LHC, using MRST2001 LO parton distribution functions \cite{34}, $m_h = 4.7$ GeV, and $\mu_F (= \mu_R)$ determined from the end of the collinear plateau in Fig. 2.2 (listed in Table 2.1).

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure2.3}
\caption{Feynman diagram for $Q\overline{Q} \rightarrow Z$ ($Q = c, b$). The presence of heavy quarks in the final state is implied by the initial-state heavy quarks.}
\end{figure}

\section*{2.3 $Z$ production in association with heavy quarks}

Unlike the case of the Higgs boson, there are a variety of contributions to the inclusive production of a $Z$ boson with heavy quarks. The analogue of the Higgs case is $b\bar{b} \rightarrow Z$, shown in Fig. 2.4. In the case of the $Z$ boson, one must also consider $c\bar{c} \rightarrow Z$ and $q\bar{q} \rightarrow Z$ ($q = u, d, s$), since both charm quarks and light quarks can fake a $b$ quark. Finally, there are the processes $q\bar{q} \rightarrow ZQ\overline{Q}$ and $qQ \rightarrow Zq\overline{Q}$ ($Q = c, b$), shown in Figs. 2.5 and 2.6, where the $Z$ boson couples to the light quarks. As we will show, these last two processes are more important at the Tevatron than at the LHC.
Figure 2.5: Feynman diagrams for $q\bar{q} \rightarrow ZQ\bar{Q}$, where the $Z$ couples to the light quarks.

Figure 2.6: Feynman diagrams for $qQ \rightarrow ZqQ$, where the $Z$ couples to the light quarks

Let us begin by considering only processes in which the $Z$ boson couples to the heavy quarks. This is completely analogous to the case of the Higgs boson discussed in the previous section. We will then include processes in which the $Z$ boson couples to light quarks, which have no analogue in the Higgs case.

The process $q\bar{q} \rightarrow Z$ has been calculated at next-to-next-to-leading order (NNLO) [38, 39, 40]. We modified this code to extract $Q\bar{Q} \rightarrow Z$ ($Q = c, b$) at NNLO, neglecting the heavy-quark mass, which is a small effect of order $(m_Q/M_Z)^2 \times 1/\ln^2(M_Z/m_Q)$. We keep (for the moment) only diagrams in which the $Z$ couples to the heavy quarks.\(^5\) We show in Fig. 2.7 the factorization-scale dependence of the cross section for $b\bar{b} \rightarrow Z$ at both the Tevatron and the LHC at LO, NLO, and NNLO. The renormalization scale has been set equal to the factorization scale, although this hardly matters as it first enters only at NLO,

\(^5\)This includes NNLO processes with four external heavy quarks of the same flavor. However, we do not include processes with two external charm and two external bottom quarks. These processes contribute less than 1% of the LO cross section.
Figure 2.7: Factorization-scale dependence of $b\bar{b} \rightarrow Z$ at LO, NLO, and NNLO at the Tevatron and the LHC. Only processes in which the $Z$ couples to the heavy quarks are included. Also shown is $gg \rightarrow Zb\bar{b}$ at LO, using $m_b = 4.7$ GeV. We use the LO, NLO, and NNLO parton distribution functions MRST2001 LO [34] and MRST2002 [35].

via the argument of $\alpha_s(\mu_R)$. As expected, the scale dependence decreases with increasing order, to the point where there is almost no scale dependence at NNLO. Similar results are obtained for $c\bar{c} \rightarrow Z$, as shown in Fig. 2.8.

Also shown on the same plot is the LO cross section in the four-flavor scheme, $gg \rightarrow Zb\bar{b}$. If we were to choose $\mu_F = \mu_R = M_Z$, this calculation would underestimate the true cross section by a factor of 4 at the Tevatron. If we choose the scale as in the previous section, by finding the end of the collinear plateau in $gb \rightarrow Zb$, we find that the appropriate factorization scale is around $M_Z/3$ at both the Tevatron and the LHC. With this choice of scale, the factor of 4 is reduced to 2. For charm, the corresponding factor is 5 at the Tevatron, reduced to 3. These results mirror a similar result that was obtained in the case of the Higgs [21].

We list in Table 2.2 the NNLO cross sections for $b\bar{b} \rightarrow Z$ and $c\bar{c} \rightarrow Z$ at both the Tevatron and the LHC. These cross sections have very little theoretical uncertainty.

We now include processes in which the $Z$ couples to light quarks, shown in Figs. 2.5 and 2.6.\footnote{We also consider the process $Q\bar{Q} \rightarrow Zq\bar{q}$, where the $Z$ couples to the light quarks. We find this to be numerically negligible. The interference with the same process, but where the $Z$ couples to the heavy} Here it is essential to keep the heavy-quark mass nonzero in order to regulate collinear
Figure 2.8: Same as Fig. 2.7, but for $c\bar{c} \to Z$. For $gg \to Zc\bar{c}$, we use $m_c = 1.4$ GeV.

While these processes are NNLO with respect to inclusive $Z$ production, $q\bar{q} \to ZQ\bar{Q}$ is LO with respect to $Z$ production in association with heavy quarks, and $qQ \to Zq\bar{Q}$ is NLO. The correct power counting is obtained when one recalls that a heavy-quark distribution function is intrinsically of order $\alpha_S \ln(M_Z/m_Q)$ [41]. The analogous processes for heavy-quark structure functions in deep-inelastic scattering, $F_i^Q$, have been discussed in Ref. [42].

There are two serious drawbacks to the calculations of these processes. First, the cross sections contain factors of $\ln(M_Z/m_Q)$, due to the collinear singularities, which are not resummed. This is related to the fact that we are calculating a semi-inclusive quantity, namely $Z$ production in association with heavy quarks. If we were instead calculating the inclusive $Z$ cross section, this issue would not arise. Fracture functions may be useful in this context [43]. Second, and more importantly, these processes are only known at LO at this time (with a nonzero quark mass).\footnote{The process $q\bar{q} \to ZQ\bar{Q}$ is known at NLO with a vanishing quark mass, which is relevant when the heavy quarks are produced at high $p_T$ [44].} The NLO calculation is an important missing result for this as well as many other analyses (the same holds true of $q\bar{q} \to WQ\bar{Q}$). Thus our quarks, is also negligible.

\footnote{We also evaluate the interference of these processes with the similar processes in which the $Z$ is radiated from the heavy quark. This may be done in the limit of vanishing heavy-quark mass, since there are no collinear singularities. We find that these interference contributions are numerically negligible.}
We give in Table 2.2 the cross sections for the various processes that contribute to $Z$ production in association with heavy quarks. We also give the inclusive $Z$ cross section at NNLO. Although this cross section is two orders of magnitude larger than that of any of the processes that produce a $Z$ in association with heavy quarks, the mistag rate for light quarks and gluons is on the order of 1%, so this background is not overwhelming.

### 2.4 Conclusions

Our results for $Z$ production in association with heavy quarks are summarized in Table 2.2. The final row is the inclusive $Z$ cross section calculated at next-to-next-to-leading order (NNLO). Each row above that corresponds to some subset of this calculation, with heavy quarks.

---

Table 2.2: Cross sections (pb) for the various contributions to $Z$ production in association with heavy quarks. We use the MRST2002 NNLO parton distribution functions [35] with $\mu_F = \mu_R = M_Z/3$.

<table>
<thead>
<tr>
<th>Process</th>
<th>Tevatron</th>
<th>LHC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z(b\bar{b})$</td>
<td>28.3</td>
<td>1500</td>
</tr>
<tr>
<td>$q\bar{q} \to Zb\bar{b}$ (LO)</td>
<td>19</td>
<td>120</td>
</tr>
<tr>
<td>$qb \to Zqb$ (LO)</td>
<td>5.9</td>
<td>430</td>
</tr>
<tr>
<td>$Z(c\bar{c})$</td>
<td>77.7</td>
<td>2890</td>
</tr>
<tr>
<td>$q\bar{q} \to Zc\bar{c}$ (LO)</td>
<td>69</td>
<td>430</td>
</tr>
<tr>
<td>$qc \to Zqc$ (LO)</td>
<td>21</td>
<td>1200</td>
</tr>
<tr>
<td>Inclusive $Z$</td>
<td>7510</td>
<td>56700</td>
</tr>
</tbody>
</table>

---

9The collinear logarithm that occurs in $qQ \to ZqQ$ also occurs in the process $qq \to ZqqQ$, where the initial gluon splits to $QQ$. Thus the same issues arise in a calculation that does not make use of a heavy-quark distribution function.
quarks in the final state, either implicitly (such as $Q\bar{Q} \rightarrow Z$) or explicitly (such as $q\bar{q} \rightarrow ZQ\bar{Q}$). We see that there are a large variety of processes that contribute to $Z$ production in association with heavy quarks. Taken together, they constitute 3% of the inclusive $Z$ cross section at the Tevatron, and 12% at the LHC. The measurement of these fractions will require simulation of the acceptances and tagging efficiencies of the various processes. We advocate using an inclusive tagging technique to maximize the number of signal events.

The measurement of $Z$ production in association with heavy quarks is interesting in its own right, but also as a feasibility study for Higgs production in association with bottom quarks. In this paper we have argued that the best formalism for the calculation of the latter process is based on the leading-order process $b\bar{b} \rightarrow h$, and that this calculation is valid for all Higgs masses of interest at both the Tevatron and the LHC. The most accurate calculation of this process is the NNLO cross section given in Ref. [22]. We also showed evidence that this formalism fails as the Higgs mass approaches the machine energy.
Chapter 3

QCD Corrections to the Drell-Yan Cross Section

The next-to-leading-order (NLO) QCD corrections to the hadronic cross section for Drell-Yan production of an electroweak gauge boson involve ultraviolet, infrared, and collinear divergences, all of which must be regulated in some way. The ultraviolet divergences cancel among the Feynman diagrams involving virtual gluons, while the infrared divergences cancel between the virtual-gluon and real-gluon-emission processes. The collinear divergences do not cancel, and are absorbed into the parton distribution functions.

The first calculations of the NLO QCD corrections to the Drell-Yan cross section were published in 1979. One of these [45] used a quark mass to regulate the collinear divergences, and a gluon mass to regulate the infrared divergences. The other calculation [46] used dimensional regularization throughout. The latter approach has the advantage of greater simplicity; however, when all divergences are regulated in the same way, it can be difficult to identify the nature of the various divergent terms.

In order to better understand the collinear divergences involved in the NLO QCD corrections to the Drell-Yan cross section, we present in this chapter a calculation of these corrections using a quark mass $m$ to regulate the collinear divergences, and using dimensional regularisation with $4 - 2\varepsilon$ spacetime dimensions to regulate the infrared and ultraviolet divergences. We consider the production of an on-shell $W^\pm$ boson; the generalization to production of a photon or $Z$ boson, or of a lepton pair resulting from the decay of the electroweak gauge boson, is straightforward. Also, we consider only partonic cross sections; the hadronic cross section is formed by convolving the partonic cross sections with parton distribution functions in the usual way.
3.1 $q\bar{q} \rightarrow W$ (tree level)

![Feynman diagram](image)

Figure 3.1: The tree-level Feynman diagram for $q\bar{q} \rightarrow W$.

Since the tree-level process $q\bar{q} \rightarrow W$, shown in Fig. 3.1, has no infrared or ultraviolet divergences, we can work in four dimensions. We parametrize the momenta as follows:

\[
p_1 = \left( \frac{\sqrt{s}}{2}, \frac{\sqrt{s}}{2} \beta, 0, 0 \right),
\]
\[
p_2 = \left( \frac{\sqrt{s}}{2}, -\frac{\sqrt{s}}{2} \beta, 0, 0 \right),
\]
\[
q = (\sqrt{s}, 0, 0, 0),
\]

where $s \equiv (p_1 + p_2)^2$, $\rho \equiv m^2/s$, and $\beta \equiv \sqrt{1 - 4\rho}$.

The one-body phase space integration is quite simple:

\[
\int d\Phi = \int \frac{d^4k}{(2\pi)^4} \theta(k^0) 2\pi \delta(k^2 - M_W^2)(2\pi)^4 \delta^4(p_1 + p_2 - k)
\]
\[
= 2\pi \delta(s - M_W^2)
\]
\[
= \frac{2\pi}{M_W^2} \delta(1 - \tau),
\]

where $\tau \equiv M_W^2/s$.

Now the tree-level graph has no collinear divergence, so that we can neglect the quark mass altogether. It follows that we can neglect the longitudinal term in the sum over $W$
polarizations, since the vector-coupling piece of this term vanishes due to the Ward identity, while the axial-vector piece is suppressed by a factor of $m$. The amplitude, then, is given by:

$$i\mathcal{M} = \varepsilon_{\mu}^{*}(k)\bar{v}(p_{2})\frac{-ig}{2\sqrt{2}}\gamma^{\mu}(1-\gamma_{5})u(p_{1}).$$

Squaring, averaging over quark spins and colors, and summing over $W$ polarizations, we find

$$\overline{|\mathcal{M}|^{2}} = \frac{1}{2\sqrt{2}} \frac{1}{3\sqrt{2}} (-g_{\mu\nu}) \frac{g^{2}}{8} \text{Tr} 1_{F} \text{Tr}[\bar{\phi}_{1}(1+\gamma_{5})\gamma^{\nu}\phi_{2}\gamma^{\mu}(1-\gamma_{5})]$$

$$= -\frac{g^{2}}{96} \text{Tr}[\bar{\phi}_{1}\gamma_{\mu}\phi_{2}\gamma^{\mu}(1-\gamma_{5})]$$

$$= -\frac{g^{2}}{48} \text{Tr}[-2\bar{\phi}_{1}\phi_{2}]$$

$$= \frac{g^{2}}{6} p_{1} \cdot p_{2}$$

$$= \frac{4\pi\alpha M_{W}^{2}}{6s_{W}^{2}}$$

$$= \frac{\pi\alpha M_{W}^{2}}{3s_{W}^{2}}.$$  

The cross section, then, is

$$\hat{\sigma} = \frac{1}{2s M_{W}^{2}} \delta(1-\tau) \frac{\pi\alpha M_{W}^{2}}{3s_{W}^{2}}$$

$$= \frac{\pi^{2}\alpha}{3s_{W}^{2} M_{W}^{2}} \delta(1-\tau).$$

### 3.2 $q\bar{q} \rightarrow W$ (one loop)

The virtual-gluon diagrams feature ultraviolet divergences, which will cancel among these diagrams, and infrared divergences, which will survive for a while. These will be regulated by working in $4-2\epsilon$ dimensions. There are also collinear divergences, which will be regulated by the quark mass. However, the interference between the tree-level and virtual-gluon diagrams
does not produce any terms of order $1/m^2$; thus we can neglect the quark mass in the numerator. Also we can neglect the longitudinal $W$ polarization, as in Section 3.1.

### 3.2.1 Vertex correction

![Figure 3.2: The vertex correction to $q\bar{q} \rightarrow W$.](image)

The amplitude for the vertex correction, shown in Fig. 3.2, is given by

$$i\mathcal{M} = \int \frac{d^{d-2}k}{(2\pi)^{d-2}} \varepsilon_\mu(q)\bar{v}(p_2)(-i\gamma_s)\gamma^\lambda t^A \frac{i(k-\not{p}_2)}{(k-p_2)^2 - m^2} \frac{-ig}{2\sqrt{2}} \gamma^\mu (1 - \gamma_5)$$

$$\times \frac{i(k + \not{p}_1)}{(k + p_1)^2 - m^2} (-i\gamma_s)\gamma^\nu t^B u(p_1) \frac{-ig_{\nu\omega} \delta_{AB}}{k^2}$$

$$\equiv i\varepsilon_\mu(q)\bar{v}(p_2)\Gamma^\mu u(p_1),$$

where

$$\Gamma^\mu = \frac{ig^2}{2\sqrt{2}} C_F (1 + \gamma_5) \int \frac{d^{d-2}k}{(2\pi)^d} k^2 \frac{\gamma^\mu (k - \not{p}_2)\gamma^\nu (k + \not{p}_1)\gamma^\nu}{(k + p_1)^2 - m^2 ((k - p_2)^2 - m^2)}.$$  

**Loop integrals**

We introduce Feynman parameters $x$ and $y$ to rewrite the denominator:

$$\text{Den.} = \frac{1}{k^2 ((k + p_1)^2 - m^2) ((k - p_2)^2 - m^2)}$$
\[
\int_0^1 dx \int_0^{1-x} dy \frac{2}{[(1-x-y)k^2 + x((k + p_1)^2 - m^2) + y((k - p_2)^2 - m^2)]^3}
\]
\[
= \int_0^1 dx \int_0^{1-x} dy \frac{2}{[k^2 + 2(xp_1 - yp_2) \cdot k]^3}
\]
\[
= \int_0^1 dx \int_0^{1-x} dy \frac{2}{[\ell^2 - (xp_1 - yp_2)^2]^3}
\]
\[
= \int_0^1 dx \int_0^{1-x} dy \frac{2}{[\ell^2 + xyM^2_W - (x + y)^2m^2]^3},
\]

where \( \ell \equiv k + xp_1 - yp_2 \).

The numerator can also be simplified. As the denominator is an even function of \( \ell \), any terms odd in \( \ell \) will vanish in the loop integration and can safely be neglected. Also, we can take advantage of the Dirac equations \( \bar{\psi}_1 u(p_1) = 0 \) and \( \bar{\psi}_2 \bar{v}(p_2) \bar{\psi}_2 = 0 \). The symbol \( \sim \) will denote equality modulo such terms.

\[
\text{Num.} = \gamma_\nu (\not{q} - \not{p}_2)\gamma^\mu (\not{q} + \not{p}_1)\gamma^\nu
\]
\[
= -2(\not{q} + \not{p}_1)\gamma^\mu (\not{q} - \not{p}_2) + 2\epsilon(\not{q} - \not{p}_2)\gamma^\mu (\not{q} + \not{p}_1)
\]
\[
= -2(\ell + (1-x)\not{p}_1 + y\not{p}_2)\gamma^\mu (\ell - x\not{p}_1 - (1-y)\not{p}_2)
\]
\[
+ 2\epsilon(\ell - x\not{p}_1 - (1-y)\not{p}_2)\gamma^\mu (\ell + (1-x)\not{p}_1 + yp_2)
\]
\[
\sim -2(\ell + (1-x)\not{p}_1)\gamma^\mu (\ell - (1-y)\not{p}_2) + 2\epsilon(\ell - x\not{p}_1)\gamma^\mu (\ell + yp_2)
\]
\[
= -2(1-\epsilon)\ell\gamma^\mu \ell + 2[(1-x)(1-y) - \epsilon xy]\not{p}_1\gamma^\mu \not{p}_2.
\]

Now \( \not{p}_1\gamma^\mu \not{p}_2 \sim \not{q}\gamma^\mu \not{q} = 2q^\mu \not{q} - M_W^2 \gamma^\mu \sim -M_W^2 \gamma^\mu \), so that the numerator can be replaced by

\[
\text{Num.} \sim -2 \left[(1-\epsilon)\ell\gamma^\mu \ell + ((1-x)(1-y) - \epsilon xy)M_W^2 \gamma^\mu \right].
\]
Putting things together, then, we have:

\[ \Gamma^\mu = \frac{igg^2}{2\sqrt{2}} \frac{4}{3} (1 + \gamma_5) \int_0^1 dx \int_0^{1-x} dy \int_0^{d^{1-2}}} \left[ (\ell^2 + xyM_W^2 - (x + y)^2 m^2)^3 \right] \]

\[ \times \left[ (1 - \epsilon)\gamma^\mu \gamma_5 + [(1 - x)(1 - y) - \epsilon xy] M_W^2 \gamma^\mu \right] \]

\[ = \frac{-4\sqrt{2}igg^2}{3} (1 + \gamma_5) \int_0^1 dx \int_0^{1-x} dy \cdot \left[ (1 - \epsilon)\gamma^\lambda \gamma^\mu \gamma_5 \frac{i}{(4\pi)^{2-\epsilon}} \frac{g_W}{2} \frac{\Gamma(\epsilon)}{\Gamma(3)} \right] \]

\[ \times \left[ -xyM_W^2 + (x + y)^2 m^2 \right]^{1-\epsilon} \]

\[ = \frac{-4\sqrt{2}igg^2}{3} \frac{i}{(4\pi)^{2-\epsilon}} \frac{1}{2} \left( \frac{4\pi}{-M_W^2} \right)^\epsilon (1 + \gamma_5) \int_0^1 dx \int_0^{1-x} dy \left[ \frac{1}{2}(1 - \epsilon)(-2)(1 - \epsilon)\Gamma(1 + \epsilon) \frac{i}{\epsilon} \right] \]

\[ \times \left[ \frac{1}{2}(1 - \epsilon) \right] \phi \gamma^\mu \frac{1}{(4\pi)^{2-\epsilon}} \frac{g_W}{2} \frac{\Gamma(\epsilon)}{\Gamma(3)} \]

\[ \times \left[ \frac{1}{2}(1 - \epsilon)(-2)(1 - \epsilon)\Gamma(1 + \epsilon) \frac{i}{\epsilon} \right] \phi \gamma^\mu \frac{1}{(4\pi)^{2-\epsilon}} \frac{g_W}{2} \frac{\Gamma(\epsilon)}{\Gamma(3)} \]

\[ = \frac{g\alpha_s}{3\pi^2} \frac{1}{2} \left( \frac{4\pi}{-M_W^2} \right)^\epsilon \Gamma(1 + \epsilon) \gamma^\mu (1 - \gamma_5) \int_0^1 dx \int_0^{1-x} dy \left[ (1 - x)(1 - y) - \epsilon xy \right] \left[ (xy - \rho(x + y)^2)^{-1-\epsilon} \right] \]

\[ \times \left[ \frac{1}{2}(1 - \epsilon)(-2)(1 - \epsilon)\Gamma(1 + \epsilon) \frac{i}{\epsilon} \right] \phi \gamma^\mu \frac{1}{(4\pi)^{2-\epsilon}} \frac{g_W}{2} \frac{\Gamma(\epsilon)}{\Gamma(3)} \]

\[ \times \left[ \frac{1}{2}(1 - \epsilon)(-2)(1 - \epsilon)\Gamma(1 + \epsilon) \frac{i}{\epsilon} \right] \phi \gamma^\mu \frac{1}{(4\pi)^{2-\epsilon}} \frac{g_W}{2} \frac{\Gamma(\epsilon)}{\Gamma(3)} \]

The term proportional to \(1/\epsilon\) is an ultraviolet divergence.

**Parametric integrals**

To perform the parametric integrals, it will be useful to change variables. Let

\[ u = x + y, \quad v = \frac{x - y}{x + y}, \]
so that

\[ \int_0^1 dx \int_0^{1-x} dy = \frac{1}{2} \int_0^1 u \, du \int_{-1}^1 dv. \]

The variables \(u\) and \(v\) are closely related to polar coordinates in the \((\sqrt{x}, \sqrt{y})\) plane; \(\sqrt{u}\) is the radial coordinate, while \(\frac{1}{2} \cos^{-1} v\) is the angular coordinate.

Now we have two integrals to do, one from each of the scalar and tensor loop integrals. We will encounter terms involving \(\ln(-\rho)\), which has an imaginary part. However, only the real part is relevant for the cross section we’re trying to calculate, so we can safely ignore the imaginary part, except in products of logarithms of negative quantities. We will treat \(m\) and \(M_W\) as having infinitesimal negative and positive imaginary parts, respectively.

The parametric integral resulting from the tensor loop integral is

\[
\int_0^1 dx \int_0^{1-x} dy \left( xy - \rho(x+y)^2 \right)^{-\epsilon} \\
= \frac{1}{2} \int_0^1 u \, du \int_{-1}^1 dv \left[ \frac{1}{4} u^2 (1 - v^2) - u^2 \rho \right]^{-\epsilon} \\
= \frac{1}{2} 4^\epsilon \int_0^1 du u^{1-2\epsilon} \int_{-1}^1 dv \left[ 1 - \epsilon \ln(\beta^2 - v^2) + \mathcal{O}(\epsilon^2) \right] \\
= \frac{1}{2} 4^\epsilon \frac{1}{2 - 2\epsilon} \left[ 2 - 2\epsilon \int_{-1}^1 dv \ln(\beta + v) \right] \\
= \frac{1}{2} (1 + \epsilon)(1 + \epsilon \ln 4) \left[ 1 - \epsilon (\beta + v) \left( \ln(\beta + v) - 1 \right) \right]_{-1}^{1} + \mathcal{O}(\epsilon^2) \\
= \frac{1}{2} (1 + \epsilon)(1 + \epsilon \ln 4) \\
\times \left[ 1 - \epsilon \left( (1 + \beta) \ln(1 + \beta) - (1 + \beta) - (\beta - 1) \ln(\beta - 1) + (\beta - 1) \right) \right] \\
= \frac{1}{2} (1 + \epsilon)(1 + \epsilon \ln 4) \left[ 1 - \epsilon (2 \ln 2 - 2 + \mathcal{O}(\rho \ln \rho)) \right] \\
= \frac{1}{2} (1 + 3\epsilon) + \mathcal{O}(\epsilon^2). 
\]
The parametric integral resulting from the scalar loop integral is more complicated:

\[
\int_0^1 dx \int_0^{1-x} dy \frac{(1-x)(1-y) - \epsilon xy}{[xy - \rho(x + y)^2]^{1+\epsilon}}
\]

\[
= \frac{1}{2} \int_0^1 u \, du \int_{-1}^1 dv \frac{1 - u + \frac{1}{4}(1 - \epsilon)u^2(1 - v)^2}{\left[\frac{1}{4}u^2(1 - v^2) - u^2 \rho\right]^{1+\epsilon}}
\]

\[
= \frac{1}{2} 4^{1+\epsilon} \left[ \int_0^1 du \left( u^{1-2\epsilon} - u^{-2\epsilon}\right) \int_{-1}^1 dv \frac{1 - \epsilon \ln(\beta^2 - v^2) + O(\epsilon)}{\beta^2 - v^2} \right.
\]

\[
+ \frac{1}{4} \int_0^1 du \int_{-1}^1 dv \frac{1 - v^2}{\beta^2 - v^2} + O(\epsilon) \right]
\]

\[
= 2(4^\epsilon) \left( \frac{1}{-2\epsilon} - \frac{1}{1 - 2\epsilon} \right) \int_{-1}^1 dv \frac{1 - \epsilon \ln(\beta^2 - v^2)}{\beta^2 - v^2} + \frac{1}{4} \int_{-1}^1 dv \frac{1 - v^2}{\beta^2 - v^2}.
\]

The term proportional to $1/\epsilon$ arises from an infrared singularity at $u = 0$. This leaves us with several integrals over $v$ to perform. First,

\[
\int_{-1}^1 \frac{dv}{\beta^2 - v^2} = \frac{1}{2\beta} \int_{-1}^1 dv \left[ \frac{1}{\beta + v} + \frac{1}{\beta - v} \right]
\]

\[
= \frac{1}{\beta} \int_{-1}^1 \frac{dv}{\beta + v}
\]

\[
= \frac{1}{\beta} \ln \left( \frac{1 + \beta}{\beta - 1} \right)
\]

\[
= \ln \left( \frac{2}{-2\rho} + O(1) \right)
\]

\[
= -\ln(-\rho) + O(\rho)
\]

\[
= -\ln \rho - i\pi.
\]

Next,

\[
\int_{-1}^1 \frac{\ln(\beta^2 - v^2)}{\beta^2 - v^2} = \int_{-1}^1 dv \left[ \ln(\beta + v) + \ln(\beta - v) \right] \left[ \frac{1}{\beta + v} + \frac{1}{\beta - v} \right] \frac{1}{2\beta}
\]

\[
= \frac{1}{\beta} \int_{-1}^1 dv \frac{\ln(\beta + v) + \ln(\beta - v)}{\beta + v}.
\]
Now

\[
\int_{-1}^{1} dv \frac{\ln(\beta + v)}{\beta + v} = \frac{1}{2} \ln^2(\beta + v) \bigg|_{-1}^{1} = \frac{1}{2} \ln^2(1 + \beta) - \frac{1}{2} \ln^2(\beta - 1) = \frac{1}{2} \ln^2 2 - \frac{1}{2} \ln^2(-2\rho) + \mathcal{O}(\rho) = \frac{1}{2} \ln^2 2 - \frac{1}{2} \ln^2 2\rho + \frac{\pi^2}{2} + \text{imag.} = -\frac{1}{2} \ln^2 \rho - 2 \ln \rho + \frac{\pi^2}{2}
\]

and

\[
\int_{-1}^{1} dv \frac{\ln(\beta - v)}{\beta + v} = \int_{-1}^{1+\beta} dw \frac{\ln(2\beta - w)}{w} = \ln 2\beta \int_{-1}^{1+\beta} dw \frac{1}{w} + \int_{-1}^{1+\beta} dw \ln \left(1 - \frac{w}{2\beta}\right) = \ln 2\beta \ln \frac{1 + \beta}{\beta - 1} + \int_{\frac{1+\beta}{2\beta}}^{1+\beta} \frac{dz}{z} \ln(1 - z) = \ln 2\beta \ln \frac{1 + \beta}{\beta - 1} - \text{Li}_2\left(\frac{1 + \beta}{2\beta}\right) + \text{Li}_2\left(\frac{\beta - 1}{2\beta}\right) = -\ln 2 \ln(-\rho) - \text{Li}_2(1) + \mathcal{O}(\rho) = -\ln 2 \ln \rho - \frac{\pi^2}{6} + \text{imag.},
\]

so that

\[
\int_{-1}^{1} dv \frac{1 - \epsilon \ln(\beta^2 - v^2)}{\beta^2 - v^2} = -\ln \rho + \epsilon \left[\frac{1}{2} \ln^2 \rho + \ln 2 \ln \rho - \frac{\pi^2}{2} + \ln 2 \ln \rho + \frac{\pi^2}{6}\right] = -\ln \rho + \epsilon \left[\frac{1}{2} \ln^2 \rho + \ln 4 \ln \rho - \frac{\pi^2}{3}\right].
\]
Finally,

$$\int_{-1}^{1} dv \frac{1 - v^2}{\beta^2 - v^2} = \int_{-1}^{1} dv (1 + \mathcal{O}(\rho)) = 2.$$ 

Combining these results, we find that the scalar loop integral is

$$\int_{0}^{1} dx \int_{0}^{1-x} dy \frac{(1-x)(1-y) - \epsilon xy}{[xy - (x + y)^2\rho]^{1+\epsilon}}$$

$$= \frac{1}{\epsilon - 2} (1 + \epsilon \ln 4) \left[ -\ln \rho - i\pi + \epsilon \left( \frac{1}{2} \ln^2 \rho + \ln 4 \ln \rho - \frac{\pi^2}{3} \right) \right] + \frac{1}{4}(2)$$

$$= \frac{1}{\epsilon} (\ln \rho + i\pi) + (2 + \ln 4) \ln \rho - \left( \frac{1}{2} \ln^2 \rho + \ln 4 \ln \rho - \frac{\pi^2}{3} \right) + \frac{1}{2} + \mathcal{O}(\epsilon) + \text{imag.}$$

$$= \frac{1}{\epsilon} (\ln \rho + i\pi) - \frac{1}{2} \ln^2 \rho + 2 \ln \rho + \frac{\pi^2}{3} + \frac{1}{2}.$$ 

The vertex correction is then

$$\Gamma^\mu = -\frac{4\sqrt{2}i g g_s^2}{3} \frac{i}{(4\pi)^2} \frac{1}{2} \left( \frac{4\pi}{M_W^2} \right) \epsilon \Gamma(1 + \epsilon) \gamma^\mu (1 - \gamma_5)$$

$$\times \left[ -\frac{1}{\epsilon} (1 - 2\epsilon) \frac{1}{2} (1 + 3\epsilon) + \frac{1}{\epsilon} (\ln \rho + i\pi) - \frac{1}{2} \ln^2 \rho + 2 \ln \rho + \frac{\pi^2}{3} + \frac{1}{2} \right]$$

$$= \frac{g}{2\sqrt{2}} \gamma^\mu (1 - \gamma_5) \frac{2\alpha_s}{3\pi} \left( 1 - \gamma \epsilon + \epsilon \ln \frac{4\pi}{M_W^2} + \epsilon i\pi \right)$$

$$\times \left[ -\frac{1}{2\epsilon} (1 + \epsilon) + \frac{1}{\epsilon} (\ln \rho + i\pi) - \frac{1}{2} \ln^2 \rho + 2 \ln \rho + \frac{\pi^2}{3} + \frac{1}{2} \right] + \mathcal{O}(\epsilon)$$

$$= -\frac{g}{2\sqrt{2}} \gamma^\mu (1 - \gamma_5) \frac{\alpha_s}{3\pi}$$

$$\times \left[ \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi}{M_W^2} + i\pi \right) (-2 \ln \rho + 1 - 2\pi i) + \ln^2 \rho - 4 \ln \rho - \frac{2\pi^2}{3} \right] + \mathcal{O}(\epsilon)$$

$$= -\frac{g}{2\sqrt{2}} \gamma^\mu (1 - \gamma_5) \frac{\alpha_s}{3\pi}$$

$$\times \left[ \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi}{M_W^2} \right) (-2 \ln \rho + 1) + 2\pi^2 + \ln^2 \rho - 4 \ln \rho - \frac{2\pi^2}{3} \right] + \text{imag.}$$
This result contains several divergent terms. The terms involving $\ln \rho$ arise from collinear singularities at $v = \pm 1$. The term proportional to $(1/\epsilon) \ln \rho$ contains both infrared and collinear divergences, while the term proportional to $1/\epsilon$ without a factor of $\ln \rho$ is the ultraviolet divergence.

### 3.2.2 Wavefunction renormalization

We must also consider the effect of wavefunction renormalization of the initial quark and antiquark, shown in Fig. 3.3. This involves the geometric series which is the sum of self-energy corrections to the quark propagator:

$$\frac{i}{\slashed{p} - m_0} + \frac{i}{\slashed{p} - m_0} \frac{i \Sigma(p)}{\slashed{p} - m_0} \frac{i}{\slashed{p} - m_0} + \cdots$$
\[
\begin{align*}
&= \frac{i}{\phi - m_0} \left( 1 - \frac{\Sigma(p)}{\phi - m_0} + \cdots \right) \\
&= \frac{i}{\phi - m_0} \frac{1}{1 + \Sigma(p)/(\phi - m_0)} \\
&= \frac{i}{\phi - m_0 + \Sigma(p)} \\
&= \frac{i}{\phi - m_0 + \Sigma(m) + (\phi - m_0)\Sigma'(m) + \cdots} \\
&= \frac{i}{(\phi - m)(1 + \Sigma'(m) + \cdots)} \\
&= \frac{i}{\phi - m} (1 - \Sigma'(m) + \cdots),
\end{align*}
\]

where \( m_0 \) is the bare quark mass, \( m \) is the renormalized quark mass, \( \Sigma(p) \) is the quark self-energy, and \( \Sigma'(p) \equiv d\Sigma/d\phi \).

Now we must evaluate the quark self-energy:

\[
i\Sigma(p) = \int \frac{d^4 k}{(2\pi)^4} \frac{\gamma^\mu t^A i(p - k + m)}{(p - k)^2 - m^2} \frac{(-ig_s)\gamma^\nu t^B - ig_s \delta_{AB}}{k^2} \]

\[
= -g_s^2 C_F \int \frac{d^4 k}{(2\pi)^4} \frac{\gamma^\mu (\phi - k + m)\gamma^\nu}{k^2((p - k)^2 - m^2)}.
\]

We rewrite the denominator using a Feynman parameter:

\[
\frac{1}{k^2[(p - k)^2 - m^2]} = \int_0^1 dx \frac{1}{[(1 - x)k^2 + x((p - k)^2 - m^2)]^2}
\]

\[
= \int_0^1 dx \frac{1}{[k^2 - 2x k \cdot p + x(p^2 - m^2)]^2}
\]

\[
= \int_0^1 dx \frac{1}{[\ell^2 - x^2 p^2 + x(p^2 - m^2)]^2},
\]

where \( \ell \equiv k - xp \). The numerator can also be simplified:

\[
\gamma^\mu (\phi - k + m)\gamma^\nu = -2(1 - \epsilon)(\phi - k) + (4 - 2\epsilon)m
\]
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\[ \sim 2[(1 - \epsilon)(1 - x)\not{\phi} + (2 - \epsilon)m] \]
\[ = -2[(1 - \epsilon)(1 - x)\not{\phi} - (2 - \epsilon)m], \]

where we have neglected terms odd in \( \ell \).

Thus the self-energy is given by

\[ i\Sigma(p) = -\frac{4}{3} g_s^2 \int_0^1 dx \int \frac{d^d\ell}{(2\pi)^d} \frac{-2[(1 - \epsilon)(1 - x)\not{\phi} - (2 - \epsilon)m]}{[\ell^2 - x^2p^2 + x(p^2 - m^2)]^2}. \quad (3.2) \]

For our purposes we need only \( \Sigma'(m) \). We can evaluate this expression in two different ways.

**Method 1: Integrating before differentiating**

Following the method of Ref. [47], we now expand the self-energy near the mass shell:

\[ i\Sigma(p) = -\frac{4}{3} g_s^2 \int_0^1 dx \int \frac{d^d\ell}{(2\pi)^d} \frac{-2[(1 - \epsilon)(1 - x)\not{\phi} - (2 - \epsilon)m]}{[\ell^2 - x^2p^2 + x(p^2 - m^2)]^2} \]
\[ = \frac{8}{3} g_s^2 \frac{i}{(4\pi)^2-\epsilon} \frac{\Gamma(\epsilon)}{\Gamma(2)} \int_0^1 dx \frac{[(1 - \epsilon)(1 - x)\not{\phi} - (2 - \epsilon)m]}{[x^2p^2 - x(p^2 - m^2)]^{-\epsilon}} \]
\[ = \frac{8}{3} \frac{\alpha_s}{4\pi} (4\pi)^\epsilon \Gamma(\epsilon) \int_0^1 dx \left[(1 - \epsilon)(1 - x)\not{\phi} - (2 - \epsilon)m\right] (x^2p^2)^{-\epsilon} \]
\[ \times \left[1 + \epsilon \frac{p^2 - m^2}{xm^2} + \mathcal{O}((p^2 - m^2)^2) \right]. \]

The factor of \( \Gamma(\epsilon) \) is an ultraviolet divergence. The integrand also features a singularity at \( x = 0 \), which yields an infrared divergence. Simplifying the integrand and performing the integration, we obtain:

\[ i\Sigma(p) = \frac{2i\alpha_s}{3\pi} (4\pi)^\epsilon \Gamma(\epsilon)(p^2)^{-\epsilon} \int_0^1 dx \left[(1 - \epsilon)\not{\phi}x^{-2\epsilon}(1 - x) - (2 - \epsilon)m x^{-2\epsilon}\right] \]
\[ + \epsilon(1 - \epsilon)\frac{p^2 - m^2}{m^2}x^{-1-2\epsilon}(1 - x) \]
\[ - \epsilon(2 - \epsilon)m \frac{p^2 - m^2}{m^2} x^{-1-2\epsilon} \]
\[ i \omega \frac{\Gamma(\epsilon)\Gamma(2)}{\Gamma(3-2\epsilon)} \left( 1 - \epsilon \right) \phi \frac{\Gamma(2-2\epsilon)}{\Gamma(3-2\epsilon)} \left( \frac{p^2}{m^2} - 1 \right) \frac{1}{1 - 2\epsilon} \]

Therefore

\[
\Sigma'(p) = \frac{2\alpha_s}{3\pi} (4\pi)^\epsilon \Gamma(\epsilon) \left\{ -2\epsilon \left( 1 - \epsilon \right) \phi \frac{\Gamma(2-2\epsilon)}{\Gamma(3-2\epsilon)} \left( \frac{p^2}{m^2} - 1 \right) \frac{1}{1 - 2\epsilon} \right\} - 2\epsilon \left( 1 - \epsilon \right) \phi \frac{\Gamma(2-2\epsilon)}{\Gamma(3-2\epsilon)} \left( \frac{p^2}{m^2} - 1 \right) \frac{1}{1 - 2\epsilon} \]

\[
+ \left( 1 - \frac{1}{2} \left( \frac{p^2}{m^2} - 1 \right) \right) m \]

\[
+ \left( p^2 \right)^{-\epsilon} \left\{ \frac{1}{2(1 - 2\epsilon)} - \frac{1 - \epsilon}{2(1 - 2\epsilon)} \left( \frac{p^2}{m^2} - 1 \right) \right\} \]

\[
+ \left( 2 - \epsilon \right) m \]

and

\[
\Sigma'(m) = \frac{2\alpha_s}{3\pi} (4\pi)^\epsilon \Gamma(\epsilon) m^{-2\epsilon} \left\{ -2\epsilon \left[ \frac{1}{2(1 - 2\epsilon)} - \frac{1 - \epsilon}{1 - 2\epsilon} \right] \right\} - 2\epsilon \left[ \frac{1}{2(1 - 2\epsilon)} - \frac{1 - \epsilon}{1 - 2\epsilon} \right] \]

\[
\left[ \frac{1}{2(1 - 2\epsilon)} - \frac{1 - \epsilon}{1 - 2\epsilon} + 2 \left( 1 - \frac{1}{2} \right) \right] \}

\[
= \frac{2\alpha_s}{3\pi} \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi}{m^2} \right) \left\{ -2\epsilon \left[ \frac{1}{2} - 2 \right] + \left[ \frac{1}{2} \right] \left[ 2(1 + 2\epsilon) - (1 + \epsilon) + (2 - \epsilon) \right] \right\} \]

\[
+ O(\epsilon) \]

\[
= \frac{2\alpha_s}{3\pi} \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi}{m^2} \right) \left( \frac{3}{2} + 2\epsilon \right) \]

\[
= \frac{\alpha_s}{\pi} \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi}{m^2} + \frac{4}{3} \right). \quad (3.3) \]
One third of the term involving $1/\epsilon$ can be attributed to the ultraviolet divergence of the loop integral, and the other two thirds to the infrared singularity at $x = 0$. The term involving $\ln m^2$ is a collinear divergence.

**Method 2: Differentiating before integrating**

We can obtain a cleaner derivation by observing that the self-energy, as written in Eq. (3.2), depends only on $p$ and can therefore be safely differentiated:

$$
\Sigma'(p) = -\frac{8}{3}g_s^2 \int_0^1 dx \int \frac{d^{4-2\epsilon} \ell}{(2\pi)^{4-2\epsilon}} \left\{ \frac{(1-\epsilon)(1-x)}{[\ell^2 - x^2 p^2 + x(p^2 - m^2)]^2} - \frac{4x(1-x)p[(1-\epsilon)(1-x)p - (2-\epsilon)m]}{[\ell^2 - x^2 p^2 + x(p^2 - m^2)]^3} \right\}.
$$

Now we can put the quark on shell and perform the loop integration:

$$
\Sigma'(m) = \frac{8}{3}g_s^2 \int_0^1 dx \int \frac{d^{4-2\epsilon} \ell}{(2\pi)^{4-2\epsilon}} \left\{ \frac{(1-\epsilon)(1-x)}{(\ell^2 - x^2 m^2)^2} - \frac{4x(1-x)[(1-\epsilon)(1-x) - (2-\epsilon)m] m^2}{(\ell^2 - x^2 m^2)^3} \right\}
$$

$$
= -\frac{8}{3}g_s^2 \int_0^1 dx \left\{ \frac{i}{(4\pi)^{2-\epsilon}} \frac{\Gamma(\epsilon)}{\Gamma(2)} (x^2 m^2)^{-\epsilon}(1-\epsilon)(1-x) \\
+ \frac{i}{(4\pi)^{2-\epsilon}} \frac{\Gamma(1+\epsilon)}{\Gamma(3)} (x^2 m^2)^{-1-\epsilon} \\
\times 4x(1-x)[(1-\epsilon)(1-x) - (2-\epsilon)m] \right\}
$$

$$
= \frac{8 \alpha_s}{34\pi} \Gamma(1+\epsilon) \left( \frac{4\pi}{m^2} \right)^\epsilon \int_0^1 dx \left\{ \frac{1-\epsilon}{\epsilon} x^{-2\epsilon}(1-x) \\
+ 2[(1-\epsilon)(1-x) - (2-\epsilon)] x^{-1-2\epsilon}(1-x) \right\}
$$

The factor of $1/\epsilon$ in the first term of the integrand is an ultraviolet divergence. The second term in the integrand contains an infrared singularity at $x = 0$. The factor of $m^{-2\epsilon}$ will
produce a collinear divergence in the form of \( \ln m^2 \). Continuing the evaluation, we obtain:

\[
\begin{align*}
\Gamma(1 + \epsilon) \left( \frac{4\pi}{m^2} \right)^\epsilon \int_0^1 dx \left[ \frac{1}{\epsilon} (1 - \epsilon) x^{-2\epsilon} (1 - x) + 2 (1 - \epsilon) x^{-1-2\epsilon} (1 - x)^2 \\
- 2 (2 - \epsilon) x^{-1-2\epsilon} (1 - x) \right] \\
= \frac{2\alpha_s}{3\pi} \Gamma(1 + \epsilon) \left( \frac{4\pi}{m^2} \right)^\epsilon \left[ \frac{1}{\epsilon} (1 - \epsilon) \frac{\Gamma(1-2\epsilon)\Gamma(2)}{\Gamma(3-2\epsilon)} + 2 (1 - \epsilon) \frac{\Gamma(-2\epsilon)\Gamma(3)}{\Gamma(3-2\epsilon)} \\
- 2 (2 - \epsilon) \frac{\Gamma(-2\epsilon)\Gamma(2)}{\Gamma(2-2\epsilon)} \right] \\
= \frac{2\alpha_s}{3\pi} \Gamma(1 + \epsilon) \left( \frac{4\pi}{m^2} \right)^\epsilon \left[ \frac{1}{\epsilon} (1 - \epsilon) \frac{1}{(1-2\epsilon)(2-2\epsilon)} \\
+ 2 (1 - \epsilon) \frac{2}{-2\epsilon(1-2\epsilon)(2-2\epsilon)} \\
- 2 (2 - \epsilon) \frac{1}{-2\epsilon(1-2\epsilon)} \right] \\
= \frac{2\alpha_s}{3\pi} \Gamma(1 + \epsilon) \left( \frac{4\pi}{m^2} \right)^\epsilon \left[ \frac{1}{2\epsilon(1-2\epsilon)} - \frac{1}{\epsilon(1-2\epsilon)} + \frac{2 - \epsilon}{\epsilon(1-2\epsilon)} \right] \\
= \frac{2\alpha_s}{3\pi} \left( 1 - \gamma \epsilon + \epsilon \ln \frac{4\pi}{m^2} \right) \frac{1}{\epsilon(1-2\epsilon)} \frac{3}{2} \left( 3 - \epsilon \right) + \mathcal{O}(\epsilon) \\
= \frac{\alpha_s}{\pi} \left( 1 - \gamma + \ln \frac{4\pi}{m^2} \right) (1 + 2\epsilon) \left( 1 - \frac{2\epsilon}{3} \right) \\
= \frac{\alpha_s}{\pi} \left( 1 - \gamma + \ln \frac{4\pi}{m^2} + \frac{4}{3} \right) + \mathcal{O}(\epsilon). \quad (3.4)
\end{align*}
\]

The two methods yield the same result, given by Eqs. (3.3) and (3.4).

We must multiply the tree-level amplitude by a factor of \( \frac{1}{\sqrt{1 + \Sigma'(m)}} = 1 - \frac{1}{2}\Sigma'(m) + \mathcal{O}(\alpha_s^2) \) for the external quark, and by the same factor for the external antiquark. Combining this with the vertex correction given in Eq. (3.1), we find that the NLO amplitude for
\( q\bar{q} \to W \) is given by

\[
i\mathcal{M} = \frac{-ig}{2\sqrt{2}} \varepsilon^*_\mu(k) \bar{v}(p_2) \gamma^\mu (1 - \gamma_5) u(p_1) \\
\times \left\{ 1 + \frac{\alpha_s}{3\pi} \left[ \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi}{M_W^2} \right) (-2 \ln \rho + 1) + \ln^2 \rho - 4 \ln \rho \\
+ \frac{4\pi^2}{3} - 3 \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi}{m^2} + \frac{4}{3} \right) \right] \right\} \\
= \frac{-ig}{2\sqrt{2}} \varepsilon^*_\mu(k) \bar{v}(p_2) \gamma^\mu (1 - \gamma_5) u(p_1) \\
\times \left\{ 1 + \frac{\alpha_s}{3\pi} \left[ \left( \frac{1}{\epsilon} - \gamma + \ln 4\pi \right) (-2 \ln \rho - 2) + (2 \ln \rho - 1) \ln M_W^2 + 3 \ln m^2 \\
+ \ln^2 \rho - 4 \ln \rho + \frac{4\pi^2}{3} - 4 \right] \right\}.
\]

Therefore the \( q\bar{q} \to W \) cross section, including the virtual-gluon diagrams, is simply given by the tree-level cross section times the square of the quantity in braces, except that the Dirac trace must now be evaluated in \( 4 - 2\epsilon \) dimensions:

\[
\text{Tr}[\bar{\gamma}_\mu \gamma_5 \gamma_\mu] = \text{Tr}[-2(1 - \epsilon) \bar{p}_1 \gamma_5 p_2] \\
= -8(1 - \epsilon) p_1 \cdot p_2,
\]
i.e. there is an additional factor of \( (1 - \epsilon) \). To first order in \( \alpha_s \), the cross section is

\[
\hat{\sigma} = \frac{\pi^2 \alpha}{3s_W^2 M_W^2} (1 - \epsilon) \delta(1 - \tau) \\
\times \left\{ 1 + 2 \frac{\alpha_s}{3\pi} \left[ -2 \left( \frac{1}{\epsilon} - \gamma + \ln 4\pi \right) (\ln \rho + 1) + (2 \ln \rho - 1) \ln M_W^2 \\
+ 3 \ln m^2 + \ln^2 \rho - 4 \ln \rho + \frac{4\pi^2}{3} - 4 \right] \right\} \\
= \frac{\pi^2 \alpha}{3s_W^2 M_W^2} \delta(1 - \tau) \left\{ 1 + 2 \frac{\alpha_s}{3\pi} \left[ -2 \left( \frac{1}{\epsilon} - \gamma + \ln 4\pi \right) (\ln \rho + 1) + (2 \ln \rho - 1) \ln M_W^2 \\
+ 3 \ln m^2 + \ln^2 \rho - 2 \ln \rho + \frac{4\pi^2}{3} - 2 \right] \right\} + \mathcal{O}(\epsilon).
\]

\[ (3.5) \]
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The ultraviolet divergences have cancelled between the vertex and wavefunction-renormalization corrections; the remaining term involving $1/\epsilon$ is the infrared divergence. The collinear divergences are contained in the various terms involving $\ln m^2$.

### 3.3 $q\bar{q} \rightarrow gW$ (tree level)

![Feynman diagrams](image)

Figure 3.4: Feynman diagrams for the real-gluon-emission process $q\bar{q} \rightarrow gW$.

The real-gluon-emission process, shown in Fig. 3.4, features an infrared divergence, which cancels against that from the virtual-gluon diagrams; thus we continue to work in $4 - 2\epsilon$ dimensions. Also, the $t$- and $u$-channel diagrams both contain collinear singularities. In fact, the squares of these diagrams involve double poles, which yield factors of $1/m^2$, so that we need to keep the quark mass in the numerator.

We parametrize the momenta as follows:

\[
\begin{align*}
p_1 &= \left(\frac{\sqrt{s}}{2}, \frac{\sqrt{s}}{2} \beta, 0, 0\right) \\
p_2 &= \left(\frac{\sqrt{s}}{2}, \frac{\sqrt{s}}{2} \beta, 0, 0\right) \\
p_3 &= \left(\frac{\sqrt{s}}{2} (1 - \tau), \frac{\sqrt{s}}{2} (1 - \tau) \cos \theta, \frac{\sqrt{s}}{2} (1 - \tau) \sin \theta, 0\right) \\
k &= \left(\frac{\sqrt{s}}{2} (1 + \tau), -\frac{\sqrt{s}}{2} (1 - \tau) \cos \theta, -\frac{\sqrt{s}}{2} (1 - \tau) \sin \theta, 0\right)
\end{align*}
\]
where \( \tau \equiv M_W^2/s \), \( \rho \equiv m^2/s \), and \( \beta \equiv \sqrt{1-4\rho} \).

Two-body phase space in \((4-2\epsilon)\) dimensions is rather interesting. It is convenient to express it in terms of the variable \( z \), the cosine of the scattering angle \( \theta \).

\[
\int d\Phi = \int \frac{d^{1-2\epsilon}p_3}{(2\pi)^{4-2\epsilon}} \theta(p_3^0) 2\pi \delta(p_3^2) \int \frac{d^{1-2\epsilon}q}{(2\pi)^{4-2\epsilon}} \theta(q^0) 2\pi \delta(q^2 - M_W^2) \\
\times (2\pi)^{1-2\epsilon} \delta^{4-2\epsilon}(p_1 + p_2 - p_3 - q) \\
= \frac{1}{(2\pi)^{2-2\epsilon}} \int_0^{\sqrt{s}} dq^0 \int d^{3-2\epsilon}q^i \delta(q^2 - M_W^2) \delta((p_1 + p_2 - q)^2) \\
= \frac{1}{(4\pi)^{1-\epsilon}} \int_0^{\sqrt{s}} dq^0 \int d^{3-2\epsilon}q^i \delta(q^2 - M_W^2) \delta(s - 2(p_1 + p_2) \cdot q + M_W^2) \\
= \frac{1}{(4\pi)^{1-\epsilon}} \int_0^{\sqrt{s}} dq^0 \int d^{3-2\epsilon}q^i \delta(q^2 - M_W^2) \frac{1}{2\sqrt{s}} \delta \left( q^0 - \frac{\sqrt{s}}{2}(1 + \tau) \right) \\
= \frac{1}{(4\pi)^{1-\epsilon} 2\sqrt{s}} \int_0^{\infty} |q^{2-2\epsilon}| d|q| \int_0^{\pi} \sin^{1-2\epsilon} \theta d\theta \int d^{1-2\epsilon} \Omega \delta \left( q^0 - \frac{s}{4}(1 - \tau)^2 \right) \\
= \frac{1}{(4\pi)^{1-\epsilon} 2\sqrt{s} \Gamma(1 - \epsilon)} \int_0^{\infty} d|q| |q|^{2-2\epsilon} \\
\times \int_1^{-1} dz \left( \sqrt{1 - z^2} \right)^{-2\epsilon} \\
= \frac{1}{(4\pi)^{1-\epsilon} 2\sqrt{s} \Gamma(1 - \epsilon)} \left( \frac{\sqrt{s}}{2} \right)^{1-\epsilon} \int_1^{-1} dz \left( 1 - z^2 \right)^{-\epsilon} \\
= \frac{1}{\Gamma(1 - \epsilon)} \left( \frac{16\pi}{M_W^2} \right)^{1-\epsilon} \int_1^{-1} dz \left( 1 - z^2 \right)^{-\epsilon} \\
= \frac{1}{16\pi \Gamma(1 - \epsilon)} \left( \frac{16\pi}{M_W^2} \right)^{1-\epsilon} \tau^\epsilon (1 - \tau)^{1-2\epsilon} \int_1^{-1} dz \left( 1 - z^2 \right)^{-\epsilon} \\
= \frac{1}{16\pi} \left( 1 - \gamma \epsilon + \epsilon \ln \frac{16\pi \tau}{M_W^2} \right) (1 - \tau)^2 \left( -\frac{1}{2\epsilon} \delta(1 - \tau) + \frac{1}{(1 - \tau)_+} \right) \\
\times \int_1^{-1} dz \left( 1 - \epsilon \ln(1 - z^2) \right) + \mathcal{O}(\epsilon) \\
= -\frac{1}{32\pi} (1 - \tau)^2 \left[ \left( \frac{1}{\epsilon} - \gamma + \ln \frac{16\pi \tau}{M_W^2} \right) \delta(1 - \tau) - \frac{2}{(1 - \tau)_+} \right] \\
\times \int_1^{-1} dz \left( 1 - \epsilon \ln(1 - z^2) \right) .
\]
The distribution $1/(1 - \tau)_+$ is defined by

$$\int_0^1 d\tau \frac{f(\tau)}{(1 - \tau)_+} = \int_0^1 d\tau \frac{f(\tau) - f(1)}{1 - \tau}$$

for any sufficiently smooth function $f$. The form of the phase space integral in Eq. (3.6) will be useful when we combine the real- and virtual-gluon contributions.

The amplitude for $q\bar{q} \rightarrow gW$ is given by

$$iM = \varepsilon^*_A(p_3)\varepsilon^*_\nu(q)\bar{v}(p_2) \left[ \frac{-ig}{2\sqrt{2}} \gamma^\nu(1 - \gamma_5) \frac{i(\not{p}_1 - \not{p}_3 + m)}{t - m^2} (-ig_s) \gamma^\mu t^A \right.$$  

$$\left. - ig_s \gamma^\mu t^A \frac{i(\not{p}_3 - \not{p}_2 + m)}{u - m^2} - ig(1 - \gamma_5) \right] u(p_1)$$

$$\equiv i\varepsilon^*_\nu(q)M^\nu.$$

We cannot a priori neglect the longitudinal $W$ polarization, since the squares of the $t$- and $u$-channel diagrams feature double poles. By the Ward identity,

$$q_{\nu}M^\nu = \frac{gg_s t^A}{2\sqrt{2}} \varepsilon^*_\mu(p_3)\bar{v}(p_2) \left[ \frac{\gamma^\mu}{t - m^2} \gamma^\mu + \frac{\gamma^\mu}{u - m^2} \gamma_5 \right] u(p_1)$$

$$= \frac{gg_s t^A}{2\sqrt{2}} \varepsilon^*_\mu(p_3)\bar{v}(p_2) \left[ (\not{p}_1 - \not{p}_3 - m)\gamma_5 \frac{\not{p}_1 - \not{p}_3 + m}{t - m^2} - \gamma^\mu \not{p}_3 - \not{p}_2 + m \right.$$  

$$\left. \frac{u - m^2}{u - m^2} \gamma_5 (\not{p}_2 - \not{p}_3 + m) \right] u(p_1)$$

$$= \frac{gg_s}{8\sqrt{2}} t^A \varepsilon^*_\mu(p_3)\bar{v}(p_2) \left[ \frac{(\not{p}_1 - \not{p}_3 - m)^2}{t - m^2} \gamma^\mu \gamma_5 - \gamma^\mu \gamma_5 \frac{(\not{p}_2 - \not{p}_3 + m)^2}{u - m^2} \right] u(p_1)$$

$$= \frac{gg_s}{2\sqrt{2}} t^A \varepsilon^*_\mu(p_3)\bar{v}(p_2) \left[ \frac{t - 2m(\not{p}_1 - \not{p}_3) + m^2}{t - m^2} \gamma^\mu \gamma_5 \right.$$  

$$\left. - \gamma^\mu \gamma_5 \frac{u + 2m(\not{p}_2 - \not{p}_3) + m^2}{u - m^2} \right] u(p_1)$$

$$= 2m \frac{gg_s}{2\sqrt{2}} t^A \varepsilon^*_\mu(p_3)\bar{v}(p_2) \left[ \frac{\not{p}_3 - \not{p}_1 + m}{t - m^2} \gamma^\mu \gamma_5 - \gamma^\mu \gamma_5 \frac{\not{p}_2 - \not{p}_3 + m}{u - m^2} \right] u(p_1).$$
The squared amplitude can then be written as

\[
|\mathcal{M}|^2 = \frac{\frac{1}{11} \frac{1}{1} \frac{1}{1} \frac{2}{3} \frac{2}{3}}{8} \text{Tr}[\tau^A t_A](L_{tt} + L_{uu} + T_{tt} + T_{uu} + 2 \text{Re} T_{tu}), \tag{3.7}
\]

where

\[
L_{tt} = -\frac{4m^2}{M_W^2} \text{Tr} \left[ \gamma_\mu \frac{p_3 - p_1}{t - m^2} \frac{p_3 - p_1}{t - m^2} \gamma_5 \right],
\]

\[
L_{uu} = -\frac{4m^2}{M_W^2} \text{Tr} \left[ \gamma_\mu \frac{p_3 - p_1}{u - m^2} \frac{p_3 - p_1}{u - m^2} \gamma_5 \right],
\]

\[
T_{tt} = \text{Tr} \left[ (p_1 + m) \gamma_\mu \frac{p_1 - p_3 + m}{t - m^2} (1 + \gamma_5) \gamma_\nu (1 - \gamma_5) \gamma_\mu \gamma_\nu (1 - \gamma_5) \right],
\]

\[
T_{uu} = \text{Tr} \left[ (p_1 + m)(1 + \gamma_5) \gamma_\mu \frac{p_3 - p_2 + m}{u - m^2} \gamma_\nu (1 - \gamma_5) \right],
\]

and

\[
T_{tu} = \text{Tr} \left[ \gamma_\mu \frac{p_1 - p_3}{t - m^2} (1 + \gamma_5) \gamma_\nu (1 - \gamma_5) \gamma_\mu \gamma_\nu (1 - \gamma_5) \right].
\]

Note that the longitudinal terms \(L_{tt}\) and \(L_{uu}\) are already suppressed by a factor of \(m^2\), so that we can neglect \(m\) in the numerators of these terms. We can neglect the interference term \(L_{tu}\) altogether, since only a double pole can produce a factor of \(1/m^2\). For the same reason, we can neglect \(m\) in the numerator of the transverse interference term \(T_{tu}\).

Now

\[
L_{tt} = -\frac{4m^2}{M_W^2} \text{Tr} \left[ \gamma_\mu \frac{p_3 - p_1}{t - m^2} \frac{p_3 - p_1}{t - m^2} \gamma_5 \right] = -\frac{4}{\tau(t - m^2)^2} \text{Tr} \left[ \frac{1}{t - m^2} \gamma_\mu (p_3 - p_1) \gamma_\nu (p_3 - p_1) \right] = -\frac{4}{\tau(t - m^2)^2} \text{Tr} \left[ -2(1 - \epsilon)(p_2(p_3 - p_1) + \mathcal{O}(m^4)) \right] = \frac{8\rho(1 - \epsilon)}{\tau(t - m^2)^2} \text{Tr} \frac{\gamma_\mu (p_3 - p_1) \gamma_\nu (p_3 - p_1)}{t - m^2} + \mathcal{O}(m^4)
\]
\[
\frac{8\rho(1-\epsilon)}{\tau(p_1 \cdot p_3)^2} 2 p_1 \cdot p_3 p_2 \cdot p_3 = 16(1-\epsilon) \frac{\rho p_2 \cdot p_3}{\tau p_1 \cdot p_3},
\]

One of the poles has been cancelled, so that this term’s contribution to the cross section will be \(O(\rho \ln \rho)\), which vanishes in the limit \(\rho \to 0\). Thus we can neglect this term, and likewise \(L_{uu}\).

Now

\[
T_{tt} = \text{Tr} \left[ (\gamma_\mu + m) \gamma_\mu (p_1^2 - p_2^2 + m) (1 + \gamma_5) \gamma_\nu (p_2 - m) \gamma^\nu (1 - \gamma_5) \frac{p_1 - p_3 + m}{t - m^2} \gamma_\mu \right]
\]

\[
= \frac{1}{(t - m^2)^2} \text{Tr} \left[ (p_1^2 - p_3 + m) \gamma_\mu (p_1 + m) \gamma_\mu (p_1 - p_3 + m) \gamma_\nu (p_2 - m) \gamma^\nu (1 - \gamma_5) \right]
\]

\[
= \frac{2}{(t - m^2)^2} \text{Tr} \left[ (p_1^2 - p_3 + m) \left( -2(1 - \epsilon)p_1 + (4 - 2\epsilon)m \right) \right.
\]

\[
\times (p_1 - p_3 + m)(-2)(1 - \epsilon) p_2
\]

\[
= \frac{8(1 - \epsilon)}{(t - m^2)^2} \text{Tr} \left[ (1 - \epsilon)(p_1 - p_3 + m)((1 - \epsilon)p_1 - (2 - \epsilon)m)(p_1 - p_3 + m)p_2 \right]
\]

\[
= \frac{8(1 - \epsilon)}{(t - m^2)^2} \text{Tr} \left[ (1 - \epsilon)(p_1 - p_3)p_1(p_1 - p_3)p_2
\]

\[
+ m^2((1 - \epsilon)p_1 - (2 - \epsilon)(p_1 - p_3)) p_2 \right]
\]

\[
= \frac{8(1 - \epsilon)}{(t - m^2)^2} \text{Tr} \left[ (1 - \epsilon)(m^2 - p_3 p_1)(p_1 - p_3)p_2 + m^2 p_2 ((4 - 2\epsilon)p_3 - (3 - \epsilon)p_1) \right]
\]

\[
= \frac{8(1 - \epsilon)}{(t - m^2)^2} \text{Tr} \left[ (1 - \epsilon)p_3(p_1^2 - m^2)p_2 + m^2 p_2 ((3 - \epsilon)p_3 - 2p_1) \right]
\]

\[
= \frac{8(1 - \epsilon)}{(t - m^2)^2} \text{Tr} \left[ (1 - \epsilon)p_3(p_1^2 p_3 + 2m^2 p_2 (p_3 - p_1) \right]
\]

\[
= \frac{8(1 - \epsilon)}{(p_1 \cdot p_3)^2} [2(1 - \epsilon) p_1 \cdot p_3 p_2 \cdot p_3 + 2m^2 p_2 \cdot (p_2 - k)]
\]

\[
= 16(1 - 2\epsilon) \frac{p_2 \cdot p_3}{p_1 \cdot p_3} - 16(1 - \epsilon) \frac{m^2 p_2 \cdot k}{(p_1 \cdot p_3)^2}
\]

\[
= 16(1 - 2\epsilon) \frac{1 + \beta z}{1 - \beta z} - 64(1 - \epsilon) \rho \frac{1 + \tau - (1 - \tau) \beta z}{(1 - \tau)^2 (1 - \beta z)^2}
\]

\[
= 16(1 - 2\epsilon) \frac{2 - (1 - \beta z)}{1 - \beta z} - \frac{64(1 - \epsilon) \rho 2\tau + (1 - \tau)(1 - \beta z)}{(1 - \tau)^2 (1 - \beta z)^2}
\]
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where we have neglected terms proportional to $\rho$ without a double pole. Similarly

$$T_{uu} = \frac{32(1 - 2\epsilon)}{1 + \beta z} - 16(1 - 2\epsilon) - \frac{128(1 - \epsilon)\tau \rho}{(1 - \tau)^2(1 + \beta z)^2}. $$

Finally,

$$T_{tu} = \text{Tr} \left[ \gamma_{\mu} \frac{p_1 - p_3}{t - m^2} (1 + \gamma_5) \gamma_\nu \gamma_\nu (p_1 - p_3) \gamma_\mu (p_2 - p_3) \gamma_\nu (1 - \gamma_5) \right]$$

$$= \frac{1}{(t - m^2)(u - m^2)} \text{Tr} \left[ \gamma_{\mu} (p_1 - p_3) \gamma_\nu (p_1 - p_3) \gamma_\nu (p_2 - p_3) \gamma_\nu (1 - \gamma_5) \right]$$

$$= \frac{2}{(t - m^2)(u - m^2)} \text{Tr} \left[ (p_2 - p_1)(p_1 - p_3) \gamma_\nu (p_1 - p_3) \gamma_\nu (1 - \gamma_5) \right]$$

$$= \frac{-4}{(t - m^2)(u - m^2)} \text{Tr} \left[ (p_3 - p_2)(p_1 - p_3) \gamma_\nu (p_1 - p_3) \gamma_\nu (1 - \gamma_5) \right]$$

$$= \frac{-4}{(t - m^2)(u - m^2)} \text{Tr} \left[ (p_3 - p_2) \gamma_\nu (p_1 - p_3) \gamma_\nu (1 - \gamma_5) \right]$$

$$= \frac{-4}{(t - m^2)(u - m^2)} \text{Tr} \left[ (p_3 - p_2) \gamma_\nu (p_1 - p_3) \gamma_\nu (1 - \gamma_5) \right]$$

$$= \frac{-8}{(t - m^2)(u - m^2)} \text{Tr} \left[ 2 p_1 \cdot p_2 (p_3 - p_2)(p_1 - p_3) + 2 \epsilon p_1 \cdot p_3 p_2 \cdot p_3 \right]$$

$$= \frac{-8}{(p_1 \cdot p_3 p_2 \cdot p_3)} \left[ 2 p_1 \cdot p_2 (p_1 - q) - p_3 \cdot (p_3 - p_2) \right]$$

$$- \epsilon p_1 \cdot p_2 (p_1 - q) - p_3 \cdot (p_3 - p_2) + 2 \epsilon p_1 \cdot p_3 p_2 \cdot p_3$$

$$- \epsilon p_1 \cdot p_3 p_2 \cdot p_3 + \epsilon p_1 \cdot q p_2 \cdot q$$
\[
\begin{align*}
&= \frac{-8}{p_1 \cdot p_3 p_2 \cdot p_3} \left[ (2 - \epsilon) p_1 \cdot p_2 (-p_1 \cdot q + p_2 \cdot p_3) + \epsilon p_1 \cdot p_3 p_2 \cdot p_3 + \epsilon p_1 \cdot q p_2 \cdot q \right] \\
&= 8(2 - \epsilon) \frac{p_1 \cdot p_2 (p_1 \cdot q - p_2 \cdot p_3)}{p_1 \cdot p_3 p_2 \cdot p_3} - 8\epsilon - 8\epsilon \frac{p_1 \cdot q p_2 \cdot q}{p_1 \cdot p_3 p_2 \cdot p_3} \\
&= 8(2 - \epsilon) \frac{(1 + \beta^2)[1 + \tau + (1 - \tau)\beta z - (1 - \tau)(1 + \beta z)]}{(1 - \tau)(1 - \beta z)(1 - \tau)(1 + \beta z)} - 8\epsilon \\
&\quad - 8\epsilon \frac{[1 + \tau + (1 - \tau)\beta z][1 + \tau - (1 - \tau)\beta z]}{(1 - \tau)(1 - \beta z)(1 - \tau)(1 + \beta z)} \\
&= \frac{16(2 - \epsilon)}{(1 - \tau)^2 (1 - \beta z)(1 + \beta z)} - 8\epsilon \\
&\quad - \frac{8\epsilon}{(1 - \tau)^2} \left[ 2\tau + (1 - \tau)(1 + \beta z) \right] \left[ 2\tau + (1 - \tau)(1 - \beta z) \right] \\
&= \frac{16(2 - \epsilon)\tau}{(1 - \tau)^2} \left( \frac{1}{1 + \beta z} + \frac{1}{1 - \beta z} \right) - 8\epsilon \\
&\quad - \frac{16\epsilon\tau^2}{(1 - \tau)^2} \left( \frac{1}{1 + \beta z} + \frac{1}{1 - \beta z} \right) - \frac{16\epsilon\tau}{1 - \tau} \left( \frac{1}{1 + \beta z} + \frac{1}{1 - \beta z} \right) - 8\epsilon \\
&= \frac{32(1 - \epsilon)\tau}{(1 - \tau)^2} \left( \frac{1}{1 + \beta z} + \frac{1}{1 - \beta z} \right) - 16\epsilon.
\end{align*}
\]

We must compute three phase-space integrals, for the cases of zero, one, and two poles.

- **Zero poles:**

\[
\int_{-1}^{1} dz \left[ 1 - \epsilon \ln(1 - z^2) \right] = \int_{-1}^{1} dz \left[ 1 - 2\epsilon \ln(1 + z) \right] \\
= 2 - 2\epsilon (1 + z) \left( \ln(1 + z) - 1 \right) \bigg|_{-1}^{1} \\
= 2 - 2\epsilon (2 \ln 2 - 2) \\
= 2 + 4\epsilon (1 - \ln 2).
\]

- **One pole:**

\[
\int_{-1}^{1} dz \frac{1 - \epsilon \ln(1 - z^2)}{1 + \beta z} = \int_{-1}^{1} dz \frac{1 - \epsilon \ln(1 + z) - \epsilon \ln(1 - z)}{1 + \beta z}.
\]
Now

\[
\int_{-1}^{1} \frac{dz}{1 + \beta z} = \frac{1}{\beta} \ln \left( 1 + \frac{1 + \beta}{1 - \beta} \right) = \ln \left( \frac{2}{2\rho} \right) + \mathcal{O}(\rho)
\]

\[
= -\ln \rho,
\]

\[
\int_{-1}^{1} \frac{\ln(1 + z)}{1 + \beta z} = \frac{1}{\beta} \int_{1-\beta}^{1+\beta} \frac{dx}{x} \ln \left( 1 + \frac{x - 1}{\beta} \right) \quad \text{where } x \equiv 1 + \beta z
\]

\[
= \frac{1}{\beta} \int_{1-\beta}^{1+\beta} \frac{dx}{x} \ln \left( \frac{\beta - 1}{\beta} + \frac{x}{\beta} \right)
\]

\[
= \frac{1}{\beta} \ln \left( \frac{\beta - 1}{\beta} \right) - \int_{1-\beta}^{1+\beta} \frac{dx}{x} + \frac{1}{\beta} \int_{1-\beta}^{1+\beta} \frac{dx}{x} \ln \left( 1 - \frac{x}{1 - \beta} \right)
\]

\[
= \frac{1}{\beta} \ln \left( \frac{\beta - 1}{\beta} \right) - \ln \left( \frac{1}{1 - \beta} \right) \int_{1-\beta}^{1+\beta} \frac{dy}{y} \ln(1 - y) \quad \text{where } y \equiv \frac{x}{1 - \beta}
\]

\[
= \ln(-2\rho) \ln \frac{1}{\rho} - \text{Li}_2 \left( \frac{1}{\rho} \right) + \frac{\pi^2}{6} + \mathcal{O}(\rho)
\]

\[
= -\ln^2 \rho - 2 \ln \rho - \left( \frac{\pi^2}{3} - \text{Li}_2(\rho) - \frac{1}{2} \ln^2 \rho \right) + \frac{\pi^2}{6} + \text{imag.}
\]

\[
= -\frac{1}{2} \ln^2 \rho - 2 \ln \rho - \frac{\pi^2}{6} + \mathcal{O}(\rho),
\]

and

\[
\int_{-1}^{1} \frac{\ln(1 - z)}{1 + \beta z} = \frac{1}{\beta} \int_{1-\beta}^{1+\beta} \frac{dx}{x} \ln \left( 1 - \frac{x - 1}{\beta} \right) \quad \text{where } x \equiv 1 + \beta z
\]

\[
= \frac{1}{\beta} \int_{1-\beta}^{1+\beta} \frac{dx}{x} \ln \left( \frac{1 + \beta}{\beta} - \frac{x}{\beta} \right)
\]

\[
= \frac{1}{\beta} \ln \left( \frac{1 + \beta}{\beta} \right) \int_{1-\beta}^{1+\beta} \frac{dx}{x} + \frac{1}{\beta} \int_{1-\beta}^{1+\beta} \frac{dx}{x} \ln \left( 1 - \frac{x}{1 + \beta} \right)
\]
\[
\begin{align*}
&= \frac{1}{\beta} \ln \left( \frac{1 + \beta}{\beta} \right) \ln \left( \frac{1 + \beta}{1 - \beta} \right) + \frac{1}{\beta} \int_{\frac{1-x}{1+x}}^1 \frac{dy}{y} \ln(1 - y) \\
&\text{where } y \equiv \frac{x}{1 + \beta} \\
&= \frac{1}{\beta} \ln \left( \frac{1 + \beta}{\beta} \right) \ln \left( \frac{1 + \beta}{1 - \beta} \right) - \frac{1}{\beta} \text{Li}_2(1) + \frac{1}{\beta} \text{Li}_2 \left( \frac{1 - \beta}{1 + \beta} \right) \\
&= \ln 2 \ln \left( \frac{1}{\rho} \right) - \frac{\pi^2}{6} + \mathcal{O}(\rho) \\
&= - \ln 2 \ln \rho - \frac{\pi^2}{6}.
\end{align*}
\]

Therefore
\[
\int_{-1}^1 dz \frac{1 - \epsilon \ln(1 - z^2)}{1 \pm \beta z} = - \ln \rho + \epsilon \left( \frac{1}{2} \ln^2 \rho + \ln 4 \ln \rho + \frac{\pi^2}{3} \right).
\]

- Two poles:

\[
\int_{-1}^1 dz \frac{1 - \epsilon \ln(1 - z^2)}{(1 \pm \beta z)^2} = \int_{-1}^1 dz \frac{1 - \epsilon \ln(1 + z) - \epsilon \ln(1 - z)}{(1 + \beta z)^2}.
\]

Now
\[
\int_{-1}^1 dz \frac{d}{(1 + \beta z)^2} = \frac{1}{\beta} \left( \frac{1}{1 - \beta} - \frac{1}{1 + \beta} \right) \\
= \frac{2}{1 - \beta^2} \\
= \frac{1}{2 \rho} + \mathcal{O}(1),
\]

\[
\int_{-1}^1 dz \frac{\ln(1 + z)}{(1 + \beta z)^2} = - \frac{1}{\beta} \int_{-1}^1 dz \ln(1 + z) \frac{d}{dz} \frac{1}{1 + \beta z} \\
= - \frac{1}{\beta} \int_{-1}^1 dz \left[ \frac{d}{dz} \frac{\ln(1 + z)}{1 + \beta z} - \frac{1}{1 + \beta z} \frac{d}{dz} \ln(1 + z) \right] \\
= - \frac{1}{\beta} \int_{-1}^1 dz \left[ \frac{d}{dz} \frac{\ln(1 + z)}{1 + \beta z} - \frac{1}{(1 + \beta z)(1 + z)} \right]
\]
\[
\begin{align*}
&= -\frac{1}{\beta} \int_{-1}^{1} dz \left[ \frac{d \ln(1 + z)}{dz} \frac{1}{1 + \beta z} + \beta \frac{1}{1 - \beta} \frac{1}{1 + \beta z} - \frac{1}{1 - \beta} \frac{1}{1 + \beta z} \right] \\
&= -\frac{1}{\beta} \int_{-1}^{1} dz \left[ \ln(1 + z) \frac{1}{1 + \beta z} + \frac{1}{1 - \beta} \ln \frac{1 + \beta z}{1 + z} \right] \\
&= -\frac{1}{\beta} \left[ \ln(1 + z) \frac{1}{1 + \beta z} + \frac{1}{1 - \beta} \ln \frac{1 + \beta z}{1 + z} \right] \bigg|_{-1}^{1} \\
&= -\frac{1}{\beta} \left[ \ln 2 + \frac{1}{1 - \beta} \ln \frac{1 + \beta}{1 - \beta} \right] \\
&= \frac{1}{2\rho} \ln \rho + \frac{1}{2\rho} \ln 2 + \mathcal{O}(\ln \rho) \\
&= \frac{1}{2\rho} \ln 2,}

and

\[
\int_{-1}^{1} dz \frac{\ln(1 - z)}{(1 + \beta z)^2} = -\frac{1}{\beta} \int_{-1}^{1} dz \ln(1 - z) \frac{d}{dz} \frac{1}{1 + \beta z} \\
&= -\frac{1}{\beta} \int_{-1}^{1} dz \left[ \frac{d \ln(1 - z)}{dz} \frac{1}{1 + \beta z} - \frac{1}{1 + \beta z} \frac{d}{dz} \ln(1 - z) \right] \\
&= -\frac{1}{\beta} \int_{-1}^{1} dz \left[ \frac{d \ln(1 - z)}{dz} \frac{1}{1 + \beta z} + \beta \frac{1}{1 + \beta} \frac{1}{1 + \beta z} + \frac{1}{1 + \beta} \frac{1}{1 - z} \right] \\
&= -\frac{1}{\beta} \int_{-1}^{1} dz \frac{d}{dz} \left[ \ln(1 - z) \frac{1}{1 + \beta z} + \beta \frac{1}{1 + \beta} \ln \frac{1 + \beta z}{1 - z} \right] \\
&= -\frac{1}{\beta} \left[ \ln(1 - z) \frac{1}{1 + \beta z} + \beta \frac{1}{1 + \beta} \ln \frac{1 + \beta z}{1 - z} \right] \bigg|_{-1}^{1} \\
&= -\frac{1}{\beta} \left[ \ln(1 + \beta) \frac{1}{1 + \beta} - \frac{\ln 2}{1 - \beta} \frac{1}{1 + \beta} \ln \frac{1 - \beta}{2} \right] \\
&= -\frac{1}{\beta} \left[ \frac{2\beta}{1 - \beta^2} \ln 2 + \frac{1}{1 + \beta} \ln \frac{1 + \beta}{1 - \beta} \right] \\
&= \frac{1}{2\rho} \ln 2 + \mathcal{O}(\ln \rho).
\]

Therefore

\[
\int_{-1}^{1} dz \frac{1 - \epsilon \ln(1 - z^2)}{(1 \pm \beta z)^2} = \frac{1}{2\rho} (1 - \epsilon \ln 4\rho).
\]
Using these integrals, we find that

\[
\int_{-1}^{1} dz \left(1 - \epsilon \ln(1 - z^2)\right) T_{tt} = \int_{-1}^{1} dz \left(1 - \epsilon \ln(1 - z^2)\right) T_{uu}
\]

\[
= 32(1 - 2\epsilon) \left[ -\ln \rho + \epsilon \left( \frac{1}{2} \ln^2 \rho + \ln 4 \ln \rho + \frac{\pi^2}{3} \right) \right] - 16(1 - 2\epsilon)[2 + 4\epsilon(1 - \ln 2)]
\]

\[- \frac{128(1 - \epsilon)\tau}{(1 - \tau)^2} \frac{1}{2\rho}(1 - \epsilon \ln 4\rho)
\]

\[
= 32 \left[ -\ln \rho + \epsilon \left( \frac{1}{2} \ln^2 \rho + (2 + \ln 4) \ln \rho + \frac{\pi^2}{3} \right) \right] - 32(1 - \epsilon \ln 4)
\]

\[- \frac{64\tau}{(1 - \tau)^2} [1 - \epsilon(\ln 4\rho + 1)] + \mathcal{O}(\epsilon^2)
\]

\[
= - \frac{64\tau}{(1 - \tau)^2} - 32(\ln \rho + 1)
\]

\[
+ \epsilon \left[ \frac{64\tau}{(1 - \tau)^2}(\ln 4\rho + 1) + 32 \left( \frac{1}{2} \ln^2 \rho + (2 + \ln 4) \ln \rho + \ln 4 + \frac{\pi^2}{3} \right) \right]
\]

and

\[
\int_{-1}^{1} dz \left(1 - \epsilon \ln(1 - z^2)\right) T_{tu}
\]

\[
= \frac{64(1 - \epsilon)\tau}{(1 - \tau)^2} \left[ -\ln \rho + \epsilon \left( \frac{1}{2} \ln^2 \rho + \ln 4 \ln \rho + \frac{\pi^2}{3} \right) \right] - 16\epsilon[2 + 4\epsilon(1 - \ln 2)]
\]

\[
= \frac{64\tau}{(1 - \tau)^2} \left[ -\ln \rho + \epsilon \left( \frac{1}{2} \ln^2 \rho + (1 + \ln 4) \ln \rho + \frac{\pi^2}{3} \right) \right] - 32\epsilon + \mathcal{O}(\epsilon^2)
\]

\[
= - \frac{64\tau}{(1 - \tau)^2} \ln \rho + \epsilon \left[ \frac{64\tau}{(1 - \tau)^2} \left( \frac{1}{2} \ln^2 \rho + (1 + \ln 4) \ln \rho + \frac{\pi^2}{3} \right) - 32 \right].
\]

The cross section for \(q\bar{q} \rightarrow gW\) is then

\[
\hat{\sigma} = \frac{1}{2s} \frac{2\pi^2\alpha_s}{9s_W^2} \int d\Phi \left( 2T_{tt} + 2T_{tu} \right)
\]
\[
\begin{align*}
&= -\frac{2\pi^2\alpha_s}{9s_w^2s} \frac{1}{32\pi} (1-\tau)^2 \left[ \left( \frac{1}{\epsilon} - \gamma + \ln \frac{16\pi}{M_W^2} \right) \delta(1-\tau) - \frac{2}{(1-\tau)_+} \right] \\
& \times \left\{ -\frac{64\tau}{(1-\tau)^2}(\ln \rho + 1) - 32(\ln \rho + 1) \\
& + \epsilon \left[ \frac{64\tau}{(1-\tau)^2} \left( \frac{1}{2} \ln^2 \rho + (2 + \ln 4) \ln \rho + \ln 4 + \frac{\pi^2}{3} + 1 \right) \\
& \quad + 32 \left( \frac{1}{2} \ln^2 \rho + (2 + \ln 4) \ln \rho + \ln 4 + \frac{\pi^2}{3} - 1 \right) \right] \right\} \\
&= \frac{2\pi^2\alpha_s}{9s_w^2s} \left\{ 2 \left( \frac{1}{\epsilon} - \gamma + \ln \frac{16\pi}{M_W^2} \right) \\
& \quad \times \left[ \ln \rho + 1 - \epsilon \left( \frac{1}{2} \ln^2 \rho + (2 + \ln 4) \ln \rho + \ln 4 + \frac{\pi^2}{3} + 1 \right) \right] \delta(1-\tau) \\
& \quad - 2[2\tau(\ln \rho + 1) + (1-\tau)^2(\ln \rho + 1)] \frac{1}{(1-\tau)_+} \right\} \\
&= \frac{4\pi\alpha_s}{9s_w^2M_W^2} \left\{ \left[ \left( \frac{1}{\epsilon} - \gamma + \ln \frac{16\pi}{M_W^2} \right)(\ln \rho + 1) - \frac{1}{2} \ln^2 \rho \\
& \quad - (2 + \ln 4) \ln \rho - \ln 4 - \frac{\pi^2}{3} - 1 \right] \delta(1-\tau) \\
& \quad - \frac{\tau(1+\tau^2)}{(1-\tau)_+}(\ln \rho + 1) \right\} \\
&= \frac{4\pi\alpha_s}{9s_w^2M_W^2} \left\{ \left[ \left( \frac{1}{\epsilon} - \gamma + \ln 4\pi \right)(\ln \rho + 1) - (\ln \rho + 1) \ln M_W^2 \\
& \quad - \frac{1}{2} \ln^2 \rho - 2 \ln \rho - \frac{\pi^2}{3} - 1 \right] \delta(1-\tau) \\
& \quad - \frac{\tau(1+\tau^2)}{(1-\tau)_+}(\ln \rho + 1) \right\}.
\end{align*}
\]

The term involving $1/\epsilon$ is an infrared divergence, corresponding to the limit $\tau \to 1$ in which the radiated gluon is soft. The terms involving $\ln \rho$ result from the collinear singularities at $t = 0$ and at $u = 0$.  

\[ (3.8) \]
Adding Eq. (3.8) to the $q\bar{q} \to W$ cross section given by Eq. (3.5), we find that

$$\hat{\sigma}(q\bar{q} \to (g)W) = \frac{\pi^2 \alpha}{3 s_W M_W^2} \delta(1 - \tau)$$

$$+ \frac{2 \pi \alpha_s}{9 s_W^2 M_W^2} \left\{ -2 \left( \frac{1}{\epsilon} - \gamma + \ln 4\pi \right) (\ln \rho + 1) \right.$$  

$$+ \left. (2 \ln \rho - 1) \ln M_W^2 + 3 \ln m^2 + \ln^2 \rho - 2 \ln \rho + \frac{4 \pi^2}{3} - 2 \right]\delta(1 - \tau)$$

$$+ 2 \left[ \left( \frac{1}{\epsilon} - \gamma + \ln 4\pi \right) (\ln \rho + 1) - (\ln \rho + 1) \ln M_W^2 \right.$$  

$$- \frac{1}{2} \ln^2 \rho - 2 \ln \rho - \frac{\pi^2}{3} - 1 \right]\delta(1 - \tau)$$

$$- \frac{2 \tau (1 + \tau^2)}{(1 - \tau)_+} (\ln \rho + 1) \right\}$$

$$= \frac{\pi^2 \alpha}{3 s_W M_W^2} \delta(1 - \tau)$$

$$+ \frac{2 \pi \alpha_s}{9 s_W^2 M_W^2} \left[ -3 \ln \rho + \frac{2 \pi^2}{3} - 4 \right]\delta(1 - \tau) - 2(\ln \rho + 1) \frac{\tau (1 + \tau^2)}{(1 - \tau)_+}$$

$$= \frac{\pi^2 \alpha}{3 s_W M_W^2} \delta(1 - \tau)$$

$$+ \frac{2 \pi \alpha_s}{9 s_W^2 M_W^2} \tau \left[ -3 \delta(1 - \tau) - \frac{2 (1 + \tau^2)}{(1 - \tau)_+} \ln \rho \right.$$  

$$+ \left. \frac{2 \pi^2}{3} - 4 \right] \delta(1 - \tau) - \frac{2 (1 + \tau^2)}{(1 - \tau)_+}$$

$$= \frac{\pi^2 \alpha}{3 s_W M_W^2} \delta(1 - \tau)$$

$$- \frac{\pi \alpha_s}{3 s_W^2 M_W^2} \tau \left[ P_{qq}(\tau) \ln \rho + \left( \frac{8}{3} - \frac{4 \pi^2}{9} \right) \delta(1 - \tau) + \frac{4 (1 + \tau^2)}{3 (1 - \tau)_+} \right] \right\},$$

(3.9)

where

$$P_{qq}(\tau) = \frac{4}{3} \left[ \frac{1 + \tau^2}{(1 - \tau)_+} + \frac{3}{2} \delta(1 - \tau) \right]$$

is the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) splitting function corresponding to the collinear splitting $q \to qg$. 
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Figure 3.5: Feynman diagrams for the initial-gluon process $gq \rightarrow qW$.

Note that Eq. (3.9) does not contain any terms proportional to $1/\epsilon$: the infrared divergences have cancelled between the real- and virtual-gluon processes. The terms involving $\ln^2 \rho$ have cancelled as well. The only divergent term remaining is the collinear divergence $\ln \rho$, which can be absorbed into the parton distribution functions by the DGLAP equations.

This result, Eq. (3.9), agrees with Eq. (3.10) of Ref. [45].

3.4 $gq \rightarrow qW$ (tree level)

Finally we must calculate the cross section for the initial-gluon correction, shown in Fig. 3.5. We will consider the process $gq \rightarrow qW$; the process $g\bar{q} \rightarrow qW$ is completely analogous. Here there is no infrared divergence; thus we can safely work in four dimensions.

We parametrize the momenta as follows:

\[
p_1 = \left( \frac{\sqrt{s}}{2} (1 - \rho), \frac{\sqrt{s}}{2} (1 - \rho), 0, 0 \right)
\]

\[
p_2 = \left( \frac{\sqrt{s}}{2} (1 + \rho), -\frac{\sqrt{s}}{2} (1 - \rho), 0, 0 \right)
\]

\[
p_3 = \left( \frac{\sqrt{s}}{2} (1 - \tau + \rho), \frac{\sqrt{s}}{2} (1 - \tau + \rho) \beta \cos \theta, \frac{\sqrt{s}}{2} (1 - \tau + \rho) \beta \sin \theta, 0 \right)
\]

\[
k = \left( \frac{\sqrt{s}}{2} (1 + \tau - \rho), -\frac{\sqrt{s}}{2} (1 - \tau + \rho) \beta \cos \theta, -\frac{\sqrt{s}}{2} (1 - \tau + \rho) \beta \sin \theta, 0 \right)
\]
where \( \tau \equiv M_W^2/s, \rho \equiv m^2/s, \) and \( \beta \equiv \sqrt{1 - 4\rho/(1 - \tau + \rho)^2}. \)

The 4-dimensional phase space is reasonably simple:

\[
\int d\Phi = \int \frac{d^4p_3}{(2\pi)^4} \theta(p_3^0)2\pi\delta(p_3^2 - m^2) \int \frac{d^4q}{(2\pi)^4} \theta(q^0)2\pi\delta(q^2 - M_W^2) \\
\times (2\pi)^4\delta^4(p_1 + p_2 - p_3 - q) \\
= \frac{1}{(2\pi)^2} \int_0^{\sqrt{s}} dq^0 \int d^3\vec{q} \delta(q^2 - M_W^2) \delta((p_1 + p_2 - q)^2 - m^2) \\
= \frac{1}{4\pi^2} \int_0^{\sqrt{s}} dq^0 \int d^3\vec{q} \delta(q^2 - M_W^2) \frac{1}{2\sqrt{s}} \delta \left( q^0 - \frac{\sqrt{s}}{2}(1 + \tau - \rho) \right) \\
= \frac{1}{16\pi^2\sqrt{s}} \int d^3\vec{q} \delta \left( \frac{s}{4}(1 + \tau - \rho)^2 - \vec{q}^2 - M_W^2 \right) \\
= \frac{1}{16\pi^2\sqrt{s}} \int_0^{\infty} d|\vec{q}| \int_0^{\pi} \sin \theta d\theta \int_0^{2\pi} d\phi \delta \left( q^0 - \frac{s}{4}((1 + \tau - \rho)^2 - 4\tau) \right) \\
= \frac{1}{16\pi} \frac{1}{1 - \tau + \rho} \beta \int_{-1}^{1} dz \\
= \frac{1}{16\pi} (1 - \tau + \rho) \beta \int_{-1}^{1} dz.
\]

We can obtain the squared amplitude \( |\mathcal{M}|^2 \) from the real-gluon calculation [Eq. (3.7)] by crossing \( p_1 \to p_2 \to -p_3 \to p_1 \) (or \( s \to t \to u \to s \)) and flipping the overall sign (since we have crossed a fermion from the initial state to the final state). Note that we need to keep the quark mass only in the square of the t-channel diagram.

\[
|\mathcal{M}|^2 = \frac{1}{288} g^2 g_s^2 \text{Tr}[\tau A][T_{ss} + T_{tt} + 2 \text{Re } T_{st}],
\]

where

\[
T_{ss} = \frac{16 p_1 \cdot p_3}{p_1 \cdot p_2} \\
= \frac{16 (1 - \rho)(1 - \tau + \rho)(1 - \beta z)}{2(1 - \rho)} \\
= 8 (1 - \tau)(1 - z) + O(\rho),
\]
\[ T_{tt} = 16 \frac{p_1 \cdot p_2}{p_1 \cdot p_3} + 16 \frac{p_2 \cdot k}{(p_1 \cdot p_3)^2} \]
\[ = 16 \frac{2(1 - \rho)}{(1 - \rho)(1 - \tau + \rho)(1 - \beta z)} + 64 \rho \frac{(1 + \rho)(1 + \tau - \rho) - (1 - \rho)(1 - \tau + \rho)\beta z}{(1 - \rho)^2(1 - \tau + \rho)^2(1 - \beta z)^2} \]
\[ = \frac{32}{(1 - \tau)(1 - \beta z)} + \frac{64 \rho 2\tau + (1 - \tau)(1 - \beta z)}{(1 - \tau)^2(1 - \beta z)^2} \]
\[ = \frac{128 \tau \rho}{(1 - \tau)(1 - \beta z)} + \frac{128 \tau \rho}{(1 - \tau)^2(1 - \beta z)^2} \]

up to terms which do not contribute in the limit \( \rho \to 0 \), and

\[ T_{st} = -16 \frac{p_2 \cdot p_3 (p_2 \cdot k - p_1 \cdot p_3)}{p_1 \cdot p_2 p_1 \cdot p_3} \]
\[ = -16 \frac{p_2 \cdot p_3 (p_1 \cdot p_2 - p_3 \cdot k)}{p_1 \cdot p_2 p_1 \cdot p_3} \]
\[ = -16 \frac{(1 - \tau + \rho)[1 + \rho + (1 - \rho)\beta z]}{2(1 - \rho)(1 - \rho)(1 - \tau + \rho)(1 - \beta z)} \]
\[ \times [2(1 - \rho) - (1 - \tau + \rho)(1 + \tau - \rho + (1 - \tau + \rho)\beta)] \]
\[ = -8 \frac{(1 + \beta z)2\tau}{1 - \beta z} + \mathcal{O}(\rho) \]
\[ = -16\tau \frac{2 - (1 - \beta z)}{1 - \beta z} \]
\[ = 16\tau - \frac{32\tau}{1 - \beta z}. \]

The longitudinal \( W \)-boson polarization can be neglected for the same reason as in the real-gluon calculation.

We must evaluate four simple phase integrals:

\[ \int_{-1}^{1} dz \ (1 - z) = 2, \]
\[ \int_{-1}^{1} dz = 2, \]
\[
\int_{-1}^{1} \frac{dz}{1 - \beta z} = -\frac{1}{\beta} \ln \frac{1 - \beta}{1 + \beta} = -\ln \frac{\rho}{(1 - \tau)^2} + \mathcal{O}(\rho),
\]

and

\[
\int_{-1}^{1} \frac{dz}{(1 - \beta z)^2} = -\frac{1}{\beta} \left( \frac{1}{1 + \beta} - \frac{1}{1 - \beta} \right) = \frac{2}{1 - \beta^2} = \frac{(1 - \tau)^2}{2\rho} + \mathcal{O}(1).
\]

We find that

\[
\int_{-1}^{1} dz T_{ss} = 8(1 - \tau)(2) = 16(1 - \tau),
\]

\[
\int_{-1}^{1} dz T_{tt} = -\frac{32}{1 - \tau} \ln \frac{\rho}{(1 - \tau)^2} + \frac{128\tau\rho}{(1 - \tau)^2} \left( \frac{(1 - \tau)^2}{2\rho} \right) = -\frac{32}{1 - \tau} \ln \frac{\rho}{(1 - \tau)^2} + 64\tau,
\]

and

\[
\int_{-1}^{1} dz T_{st} = 16\tau(2) - 32\tau \left( -\ln \frac{\rho}{(1 - \tau)^2} \right) = 32\tau \ln \frac{\rho}{(1 - \tau)^2} + 32\tau.
\]

Therefore the $gq \rightarrow qW$ cross section is

\[
\hat{\sigma} = \frac{1}{2s} \frac{\pi^2 \alpha_s^2}{12s^2_W} \int d\Phi (T_{ss} + T_{tt} + 2T_{st})
\]
\[
\begin{align*}
&= \frac{\pi^2 \alpha_s}{24s^2} \frac{1}{16\pi} (1 - \tau) \left[ 16(1 - \tau) - \frac{32}{1 - \tau} \ln \frac{\rho}{(1 - \tau)^2} + 64\tau + 64\tau \ln \frac{\rho}{(1 - \tau)^2} + 64\tau \right] \\
&= \frac{\pi \alpha_s}{24s^2} \frac{1}{16\pi} (1 - \tau) \left[ -2(1 - 2\tau(1 - \tau)) \ln \frac{\rho}{(1 - \tau)^2} + (1 - \tau)(1 + 7\tau) \right] \\
&= \frac{\pi \alpha_s}{24s^2 M^2_W} \frac{1}{16\pi} (1 - \tau) \left[ -2(\tau^2 + (1 - \tau)^2) \ln \frac{\rho}{(1 - \tau)^2} + (1 - \tau)(1 + 7\tau) \right] \\
&= -\frac{\pi \alpha_s}{6s^2 M^2_W} \frac{1}{16\pi} (1 - \tau) \left[ P_{gg}(\tau) \ln \frac{\rho}{(1 - \tau)^2} - \frac{1}{4}(1 - \tau)(1 + 7\tau) \right],
\end{align*}
\]

(3.10)

where

\[ P_{gg}(\tau) \equiv \frac{1}{2} \left[ \tau^2 + (1 - \tau)^2 \right] \]

is the DGLAP splitting function corresponding to the collinear splitting \( g \to q\bar{q} \). This result, Eq. (3.10), agrees with Eq. (2.2) of Ref. [45].

This concludes the calculation of the NLO QCD corrections to the Drell-Yan cross section. Collinear singularities are present in all portions of these corrections. By using a nonzero quark mass \( m \), we have been able to separate these collinear singularities from the ultraviolet and infrared singularities that are also present in the real- and virtual-gluon corrections. The collinear divergences manifest themselves as terms involving \( \ln m^2 \), and can be absorbed into the parton distribution functions by means of the DGLAP equations. In Chapter 4, we present a factorization scheme in which a physical understanding of the collinear singularities can be used to ensure that explicit radiative corrections to the Drell-Yan cross section are small.
Chapter 4

Choosing the Factorization Scale in Perturbative QCD\textsuperscript{1}

We define the collinear factorization scheme, which absorbs only the collinear physics into the parton distribution functions. In this scheme, the factorization scale $\mu$ has a simple physical interpretation as a collinear cutoff. We present a method for choosing the factorization scale and apply it to the Drell-Yan process; we find $\mu \approx Q/2$, where $Q$ is the vector-boson invariant mass. We show that, for a wide variety of collision energies and $Q$, the radiative corrections are very small in the collinear scheme for this choice of factorization scale.

4.1 Introduction

In the parton model, a hadron is regarded as a collection of quarks, antiquarks, and gluons, each of which carries some fraction $x$ of the hadron’s momentum, with a number density $f(x, \mu)$, where $\mu$ is the factorization scale. Qualitatively, the factorization scale corresponds to the resolution with which the hadron is being probed. To calculate the cross section for processes in hadron-hadron or lepton-hadron collisions, the partonic cross section is convolved with the corresponding parton distribution functions $f(x, \mu)$. At leading order in perturbative QCD, the partonic (hard-scattering) cross section is independent of the factorization scale $\mu$, but depends logarithmically on $\mu$ at next-to-leading order and higher. When calculated to all orders in perturbative QCD, the hadronic cross section is independent of the factorization scale $\mu$. However, at any finite order in perturbation theory, the calculated hadronic cross section depends on $\mu$. One therefore desires a systematic way to choose the

\textsuperscript{1}This chapter contains material from Ref. [48].
factorization scale.

Many things are said about the choice of factorization scale, some more sensible than others. If the hard-scattering cross section is characterized by a single scale $Q$, then the factorization scale is usually chosen to be of order $Q$, simply because there is no other scale in the problem. However, this only reveals the order of magnitude of $\mu$, and one desires to do better, as finite-order calculations often have significant dependence on the factorization scale. In a process such as Drell-Yan production of a lepton pair of invariant mass $Q$, it is often considered “obvious” that the factorization scale is exactly $Q$, but there is no good argument for this. In a process such as the production of a pair of heavy quarks of mass $m_Q$, there is not even a unique “obvious” choice: both $m_Q$ and $2m_Q$ are equally “obvious.” If the hard-scattering cross section depends on more than one scale, then the choice of factorization scale becomes an even murkier issue.

One argument against trying to do better than simply choosing $\mu \sim Q$ (here and henceforth we use $\sim$ to denote order-of-magnitude equality) goes as follows. Since the hadronic cross section is a physical quantity that does not depend on any factorization scale, the factorization scale is unphysical, and therefore one cannot make a physical argument for its choice. A more extreme conclusion is that the factorization scale is totally arbitrary, and does not even have to be chosen to be of order $Q$. It is in part due to arguments such as these that there has been little effort to try to do better than choosing $\mu \sim Q$.

On the other hand, one often hears statements that the factorization scale separates the short-distance physics of the hard-scattering cross section from the long-distance hadronic physics. The qualitative statement made earlier, that $\mu$ corresponds to the resolution with which the hadron is probed, falls into this class. This is contradictory to the attitude that the factorization scale is unphysical and even arbitrary.

In this paper we put forward a physical argument for the choice of factorization scale. In order to be clear, we restrict our attention to Drell-Yan production, but the argument can and hopefully will be extended to other processes in the future.
The physical argument we advance is that the factorization scale should be chosen such that collinear (long-distance) physics is included in the parton distribution functions, and non-collinear (short-distance) physics in the hard-scattering cross section. This is not a new idea, and goes back to the origins of the parton model. What is new is the implementation of this idea in practice. The method we pursue here was first proposed in the context of Higgs-boson production in association with bottom quarks [36, 37], and was refined and elaborated upon in Ref. [21]. An alternative approach in the same spirit has been developed in Ref. [50].

All of the above studies are in the context of Higgs-boson (both charged and neutral) production via a bottom-quark distribution function, which is a rather exotic process, both in the initial and the final state. However, the ideas developed there are of general validity, and should be applicable to all parton-model calculations. In this paper we further develop the method of Ref. [21] and apply it to one of the most basic processes of perturbative QCD, namely Drell-Yan production [45, 46]. Our hope is that this method can be generalized to all parton-model calculations, finally satisfying the desire for a systematic method of factorization-scale choice.

4.2 The collinear region

The parton distribution functions are evolved from one factorization scale to another via the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations. These equations sum collinear logarithms into the parton distribution functions. Our first step is to define a factorization scheme in which the factorization scale $\mu$ has the interpretation of a cutoff in the integration over the virtuality of a propagator associated with collinear radiation.

Consider the Drell-Yan process, shown in Fig. 4.1. The colliding quark $q_i$ and antiquark $\bar{q}_j$ annihilate into an electroweak gauge boson $V$ of invariant mass $Q$; we do not consider

---

\[See, \text{ for example, Ref. [49].}\]
the subsequent decay of the boson into lepton pairs, which is irrelevant to our discussion. The leading-order (LO) cross section, in dimensional regularization with \(4 - 2\epsilon\) spacetime dimensions, is

\[
\sigma_{q\bar{q}}^{(0)} = \frac{4\pi^2\alpha}{3(1 - \epsilon)\mu_D^2} \sum C_{ij} \int_0^1 dx_1 \int_0^1 dx_2 \times [q_0(x_1)\bar{q}_0(x_2) + \bar{q}_0(x_1)q_0(x_2)]\delta(x_1x_2S - Q^2),
\]

(4.1)

where \(\mu_D\) is the 't Hooft mass, \(S\) is the hadronic center-of-mass energy squared, and \(C_{ij}\) (shown in Table 4.1) specifies the coupling of the quarks to the boson \(V\). For the sake of brevity we define the convolution \(f_1 \otimes f_2\) of two functions \(f_1\) and \(f_2\) by

\[
(f_1 \otimes f_2)(x) \equiv \int_0^1 dx_1 \int_0^1 dx_2 \delta(x_1x_2 - x)f_1(x_1)f_2(x_2).
\]

(4.2)

Eq. (4.1) can then be rewritten as

\[
\sigma_{q\bar{q}}^{(0)} = \frac{4\pi^2\alpha}{3S} (1 - \epsilon)\mu_D^2 \sum C_{ij} \delta_{ij}(z_0)(z_0),
\]

(4.3)

where \(z_0 \equiv Q^2/S\).
Table 4.1: Couplings of the quarks to electroweak gauge bosons. Here \( s_W = \sin \theta_W \), \( c_W = \cos \theta_W \), and \( V_{ij} \) denotes an element of the Cabibbo-Kobayashi-Maskawa matrix.

4.2.1 Initial gluons

The quark distribution function \( q_i(x) \) receives corrections due to the splitting of a parton into a pair of collinear partons, one of which is a quark. In order to find the correction to \( q_i(x) \) arising from the splitting \( g \rightarrow \bar{q}_i q_i \), we consider the next-to-leading-order (NLO) correction to the Drell-Yan process due to initial gluons, shown in Fig. 4.2.

Let \( s \equiv (p_1 + p_2)^2 \), \( t \equiv (p_1 - p_3)^2 \), and \( u \equiv (p_2 - p_3)^2 \) be the usual Mandelstam variables,
with \( s + t + u = Q^2 \). The differential cross section is

\[
\frac{d\sigma_{gq}^{(1)}}{dt} = \frac{\pi \alpha_s (4\pi \mu_D^4)^\epsilon}{3S} \Gamma(1-\epsilon) \sum_{i,j} C_{ij} \int_{t_0}^S ds \left( g \otimes \bar{q}_j + \bar{q}_j \otimes g \right) \left( \frac{s}{S} \right) \int_0^0 du \delta(s + t + u - Q^2) \\
\times \left( \frac{s}{tu} \right)^\epsilon \left[ (1-\epsilon) \left( \frac{s}{-t} + \frac{-t}{s} \right) - \frac{2uQ^2}{st} + 2\epsilon \right].
\] (4.4)

This expression manifestly shows the singular behavior near \( t = 0 \), which corresponds to the splitting of the initial gluon into a collinear quark-antiquark pair. In four dimensions there is a collinear singularity in the form of a simple pole at \( t = 0 \). As we move to \( 4-2\epsilon \) dimensions, \( 1/t \) becomes \( 1/t^{1+\epsilon} \), which is integrable when \( \text{Re} \epsilon < 0 \).

In order to absorb this collinear physics into the parton distribution functions, we define a factorization scheme, called the collinear scheme, as follows. First, we define the quantity \( \tilde{\sigma}_{gq}^{(1)} \) by keeping only the leading behavior \( 1/t^{1+\epsilon} \) and imposing a cutoff \( -\mu^2 \) on the integration over \( t \):³

\[
\tilde{\sigma}_{gq}^{(1)} \equiv \lim_{t \to 0} \left( -t \right)^{1+\epsilon} \frac{d\sigma_{gq}^{(1)}}{dt} \right) \int_{-\mu^2}^0 dt \frac{1}{(-t)^{1+\epsilon}}.
\] (4.5)

We regard \( \mu \) as the factorization scale in this scheme.

We now perform the integration over \( t \) and obtain

\[
\tilde{\sigma}_{gq}^{(1)} = -\frac{\pi \alpha_s}{3S} \left( 4\pi \mu_D^4 \right)^\epsilon \frac{1}{\epsilon \Gamma(1-\epsilon)} \sum_{i,j} C_{ij} \int_{z_0}^1 \frac{dz}{z} \left( g \otimes \bar{q}_j + \bar{q}_j \otimes g \right) \left( \frac{z_0}{z} \right) \\
\times (1-z)^{-\epsilon} \left[ 1 - \epsilon - 2z(1-z) \right],
\] (4.6)

³In four dimensions this amounts to keeping \( 1/t \) times the residue of the collinear pole in \( d\sigma_{gq}^{(1)}/dt \).
where \( z \equiv Q^2/s \). Expanding in powers of \( \epsilon \) gives

\[
\sigma^{(1)}_{gq} = \frac{2\pi \alpha_s}{3S} (1 - \epsilon) \mu_D^{2\epsilon} \sum_{i,j} C_{ij} \int_{z_0}^{1} \frac{dz}{z} \left( g \otimes \bar{q}_j + \bar{q}_j \otimes g \right) \left( \frac{z_0}{z} \right) \times \left[ -\left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi \mu_D^2}{\mu^2(1-z)} \right) P_{gq}(z) + z(1-z) \right], \quad (4.7)
\]

where \( P_{gq}(z) = \frac{1}{2} \left[ z^2 + (1-z)^2 \right] \) is the appropriate DGLAP splitting function.

Finally we rewrite the above cross section as

\[
\sigma^{(1)}_{gq} = \frac{4\pi^2 \alpha_s}{3S} (1 - \epsilon) \mu_D^{2\epsilon} \sum_{i,j} C_{ij} (\delta q_i \otimes \bar{q}_j + \bar{q}_j \otimes \delta q_i)(z_0), \quad (4.8)
\]

where

\[
\delta q_i(x) = -\frac{\alpha_s}{2\pi} \int_x^1 \frac{dz}{z} \frac{g(x)}{Q^2} \left[ \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi \mu_D^2}{\mu^2(1-z)} \right) P_{gq}(z) - z(1-z) \right]. \quad (4.9)
\]

The correction \( \delta\bar{q}_j(x) \) to the antiquark distribution function, due to the process \( g_i \rightarrow V q_j \), is identical. These corrections are entirely absorbed into the parton distribution functions if we define \( q_i(x) = q_{0i}(x) + \delta q_i(x) \) and \( \bar{q}_j(x) = \bar{q}_{0j}(x) + \delta \bar{q}_j(x) \), and calculate the LO cross section, Eq. (4.3), with \( q_{0i}(x) \) and \( \bar{q}_{0j}(x) \) in place of \( q_{0i}(x) \) and \( \bar{q}_{0j}(x) \).

The total NLO correction, due to initial gluons, to the Drell-Yan cross section is [46]

\[
\sigma^{(1)}_{gq+gq} = \frac{2\pi \alpha_s}{3S} \mu_D^{2\epsilon} \sum_{i,j} C_{ij} \int_{z_0}^{1} \frac{dz}{z} \left( g \otimes \bar{q}_j + \bar{q}_j \otimes g + q_i \otimes g + g \otimes q_i \right) \left( \frac{z_0}{z} \right) \times \left[ -\left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi \mu_D^2}{Q^2(1-z)^2} \right) P_{gq}(z) + \frac{1}{4} (3 + 2z - 3z^2) \right], \quad (4.10)
\]

and, after the subtraction of \( \sigma^{(1)}_{gq} \) and \( \sigma^{(1)}_{qg} \), what remains is the explicit correction in the collinear scheme:
\[
\sigma_{gg+qg}^{(1)} - \bar{\sigma}_{gg}^{(1)} - \bar{\sigma}_{qg}^{(1)} = \frac{2\pi\alpha_s}{3S} \sum_{i,j} C_{ij} \int_{z_0}^{1} \frac{dz}{z} (g \otimes \bar{q}_j + \bar{q}_j \otimes g + q_i \otimes g + g \otimes q_i) \left(\frac{z_0}{z}\right) \\
\times \left[ P_{gg}(z) \ln \frac{Q^2(1-z)}{\mu^2 z} + \frac{1}{4}(1 + 2z - 3z^2) \right]. \quad (4.11)
\]

Alternatively, this explicit correction can be computed easily in four dimensions, without regulating the collinear divergence. To achieve this, we simply write down the cross section and counterterm in four dimensions,

\[
\sigma_{gg+qg}^{(1)} - \bar{\sigma}_{gg}^{(1)} - \bar{\sigma}_{qg}^{(1)} = \frac{\pi\alpha_s}{3S} \sum_{i,j} C_{ij} \int_{Q^2}^{S} \frac{ds}{s^2} (g \otimes \bar{q}_j + \bar{q}_j \otimes g + q_i \otimes g + g \otimes q_i) \left(\frac{s}{S}\right) \\
\times \left[ \int_{-s+Q^2}^{0} dt \left( \frac{s}{-t} + \frac{-t}{s} - \frac{2Q^2(s-Q^2+t)}{s(-t)} \right) - \int_{-\mu^2}^{0} dt \left( s - \frac{2Q^2(s-Q^2)}{s} \right) \right], \quad (4.12)
\]

and rearrange terms:

\[
\sigma_{gg+qg}^{(1)} - \bar{\sigma}_{gg}^{(1)} - \bar{\sigma}_{qg}^{(1)} = \frac{\pi\alpha_s}{3S} \sum_{i,j} C_{ij} \int_{Q^2}^{S} \frac{ds}{s^2} (g \otimes \bar{q}_j + \bar{q}_j \otimes g + q_i \otimes g + g \otimes q_i) \left(\frac{s}{S}\right) \\
\times \left[ \int_{-\mu^2}^{0} dt \left( s - \frac{2Q^2(s-Q^2)}{s} \right) + \int_{-s+Q^2}^{0} dt \left( \frac{-t}{s} + \frac{2Q^2}{s} \right) \right]. \quad (4.13)
\]

Both integrals in this expression are finite, and the result matches Eq. (4.11).

Now all that remains is to consider how to choose the factorization scale \(\mu\). We advocate choosing \(\mu\) to be a scale which somehow characterizes the value of \(t\) where the collinear approximation \(d\sigma_{gg+qg}/dt \propto 1/t\) (in four dimensions) ceases to hold, so that \(-t < \mu^2\) can be thought of as the “collinear region” and \(-t > \mu^2\) as the “noncollinear region”. The quantity \(-t d\sigma_{gg+qg}/dt\) approaches a constant as \(t \to 0\), while at large values of \(-t\) it drops to 0, the suppression being caused by the delta function in Eq. (4.4), which requires that \(s + t \geq Q^2\). A plot of this quantity resembles a plateau, and can be inspected visually in order to determine the appropriate value of \(\mu\). However, before making this plot, we will
Figure 4.3: The quantity $-t \frac{d\bar{\sigma}_{gq+qq}}{dt}$ defined in Eq. (4.14), normalized to its limiting value as $t \to 0$, for the case of real $Z$-boson production at the Tevatron. The curve passes through 0.5 when $\sqrt{-t} = 0.53Q$.

modify Eq. (4.4) by retaining in the integrand only those terms proportional to $1/t$, in order to match more closely our definition of $\bar{\sigma}_{gq}^{(1)}$ in Eq. (4.7). Thus, in Fig. 4.3, we plot the quantity

$$-t \frac{d\bar{\sigma}_{gq+qq}}{dt} = \frac{\pi \alpha_s}{3S} \sum_{i,j} C_{ij} \int_{Q^2-t}^{S} \frac{ds}{s} \left( g \otimes \bar{q}_j + \bar{q}_j \otimes g + q_i \otimes g + g \otimes q_i \right) \left( \frac{s}{S} \right)$$

$$\times \left[ 1 - \frac{2Q^2(s - Q^2)}{s^2} \right]$$

(4.14)

for the case of real $Z$-boson production at the Tevatron ($\sqrt{S} = 1.96$ TeV $p\bar{p}$). We use the CTEQ6L1 parton distribution functions [51] here and in all subsequent plots. The right-hand side of Eq. (4.14) depends on $t$ only in the limit of integration. This limit of integration is responsible for the suppression of $-t \frac{d\bar{\sigma}_{\text{init}}}{dt}$ at large $-t$. As $-t$ increases, $s$ is forced to increase, and the integrand falls off, in part because the partons must carry larger fractions of the hadrons’ momenta.

There is some ambiguity in determining where the edge of the plateau is in Fig. 4.3. A
reasonable convention is to choose the value of \( t \) where the curve passes through 50% of its limiting value, indicating a factorization scale \( \mu = 0.53Q \) for real \( Z \)-boson production at the Tevatron.

![Graph showing factorization-scale dependence for real Z-boson production](image)

Figure 4.4: The factorization-scale dependence in the collinear scheme of the LO and initial-gluon NLO contributions to real \( Z \)-boson production at the Tevatron. The factorization scale indicated by the plateau is \( 0.53Q \).

Fig. 4.4 shows the factorization-scale dependence of the collinear-scheme NLO contribution to the cross section, given by Eq. (4.11), for the case of real \( Z \)-boson production at the Tevatron. This correction is quite small near the scale \( \mu = 0.53Q \), which supports our argument for this scale. However, the correction shown in Fig. 4.4 is also quite small for \( \mu = Q \), so we have not yet demonstrated the superiority of using a scale other than \( Q \). This will become evident when we consider higher values of \( Q \) in Section 4.3.

### 4.2.2 Real and virtual gluons

Now consider the NLO correction due to gluon radiation, shown in Fig. 4.5. The differential cross section is given by
which in four dimensions has a singularity at $t = 0$ from the initial quark emitting a collinear

gluon, and another at $u = 0$ from the initial antiquark emitting a collinear gluon. We focus

on the $t$-channel singularity and, as before, keep only the leading term as $t \to 0$:

$$
\sigma_{\text{real}} = -\frac{8\pi\alpha_s}{9S} \frac{1 - \epsilon}{\epsilon \Gamma(1 - \epsilon)} \sum_{i,j} C_{ij} \int_{z_0}^{1} \frac{dz}{z} \left( q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i \right) \left( \frac{z_0}{z} \right)^{\epsilon} \left[ (1 - \epsilon) \left( \frac{t}{u} + \frac{u}{t} \right) + \frac{2sQ^2}{tu} - 2\epsilon \right].
$$

This integral is divergent in four dimensions, due to the presence of the term $(1-z)^{-1-\epsilon}$. This

infrared singularity resides at the intersection of the two collinear singularities ($t = u = 0$),

and obscures the collinear behavior that we would like to extract. It is cancelled, however,

by the infrared divergence from diagrams involving virtual gluons. We therefore turn our

attention to these, beginning with the vertex correction shown in Fig. 4.6.

The inclusion of this diagram modifies the tree-level amplitude by the replacement $\gamma^\mu \to$
Figure 4.6: Vertex correction to the production of an electroweak gauge boson $V$.

$$\gamma^\mu [1 + \delta F_1(Q^2)],$$

where

$$\gamma^\mu \delta F_1(Q^2) = -\frac{16}{3} \pi \alpha_s \mu_D^2 \int \frac{d^4k}{(2\pi)^4} \frac{\gamma_\nu (p_2 + p_1) \gamma^\mu (k - p_1) \gamma^\nu}{k^2 (k - p_1)^2 (k + p_2)^2}. \tag{4.17}$$

The loop integration is simplified by introducing two independent Feynman parameters $x$ and $y$ and shifting the loop momentum to $\ell \equiv k - xp_1 + yp_2$. The result is

$$\delta F_1(Q^2) = -\frac{64}{3} \pi \alpha_s \mu_D^2 \int_0^1 dx \int_0^{1-x} dy \int \frac{d^4\ell}{(2\pi)^4}$$

$$\times \frac{(1-x)^2 \ell^2 - [1 - x - y + (1 - \epsilon)xy]Q^2}{(\ell^2 + xyQ^2)^3} \tag{4.18}$$

$$= \frac{2\alpha_s}{3\pi} \Gamma(1 + \epsilon) \left( \frac{4\pi \mu_D^2}{-Q^2} \right)^\epsilon \int_0^1 dx \int_0^{1-x} dy$$

$$\times (xy)^{-\epsilon} \left[ \frac{(1-\epsilon)(1-2\epsilon)}{\epsilon} + \frac{1}{x} + \frac{1}{y} - \frac{1}{xy} \right]. \tag{4.19}$$

The integrand contains terms proportional to $x^{-1-\epsilon}$ and $y^{-1-\epsilon}$; these correspond to collinear singularities at $x = 0$ and $y = 0$. There is also a term proportional to $(xy)^{-1-\epsilon}$; this is the infrared singularity which cancels against that of the real-gluon contribution. The term involving $1/\epsilon$ is an ultraviolet divergence.

We must also include the correction due to wavefunction renormalization of the external quark lines, shown in Fig. 4.7. This involves the quark self-energy $\Sigma(p)$, which for mass-
Figure 4.7: Wavefunction renormalization correction to the production of an electroweak gauge boson $V$.

less quarks takes the form $\Sigma(p) = \Sigma'(p^2)\hat{p}$. The tree-level amplitude is modified by the multiplicative factor $1/\sqrt{1 + \Sigma'(0)}$ for each external leg.

Let us first consider the correction to the incoming quark. The self-energy is

$$
\Sigma(p_1) = \frac{32}{3} \pi \alpha_s(1 - \epsilon) \mu_D^{2\epsilon} \int \frac{d^{4-2\epsilon} k}{(2\pi)^{4-2\epsilon}} \frac{k - p_1}{k^2(k - p_1)^2}.
$$

This integral contains an ultraviolet divergence, which cancels against that of the vertex correction. It also contains a collinear divergence, which we want to express in a form that can be easily combined with those we have encountered in the vertex correction. The natural way to proceed with the calculation of $\Sigma(p_1)$ is to introduce a single Feynman parameter $x$. This will not suffice for our present purposes; we need to introduce two independent Feynman parameters, as in the vertex correction. We can achieve this by multiplying by unity:

$$
\Sigma(p_1) = \frac{32}{3} \pi \alpha_s(1 - \epsilon) \mu_D^{2\epsilon} \int \frac{d^{4-2\epsilon} k}{(2\pi)^{4-2\epsilon}} \frac{(k - p_1)(k + p_2)^2}{k^2(k - p_1)^2(k + p_2)^2}.
$$

The denominator now matches the denominator from the vertex correction, and we can therefore introduce matching Feynman parameters.
We can think of $p_2^2$, which has appeared out of nowhere, as the momentum of the incoming antiquark in $q_i \bar{q}_j \rightarrow V$. We take the antiquark and the vector boson to be on shell, i.e. $p_2^2 = 0$ and $(p_1 + p_2)^2 = Q^2$, but $p_1$ must be kept off shell for the moment.

As before we introduce Feynman parameters $x$ and $y$, and shift the loop momentum to

$$\ell \equiv k - xp_1 + yp_2,$$

$$\Sigma(p_1) = \frac{64}{3} \pi \alpha_s (1 - \epsilon) \mu_D^2 \int_0^1 dx \int_0^{1-x} dy \int \frac{d^{4-2\epsilon}\ell}{(2\pi)^{4-2\epsilon}} \frac{1}{[\ell^2 + xyQ^2 + x(1-x-y)p_1^2]^3} \times \left\{ \left[ (-1 + \frac{3 - \epsilon}{2 - \epsilon} x) \phi_1 + \left( \frac{1}{2 - \epsilon} - \frac{3 - \epsilon}{2 - \epsilon} y \right) \phi_2 \right] \ell^2 \right. \right.$$\left. - [(1-x)\phi_1 + y\phi_2] [x(1-y)Q^2 - x(1-x-y)p_1^2] \right\}. \quad (4.22)

The presence of terms proportional to $\phi_2$ may be surprising, but these terms integrate to zero and do not contain a collinear singularity. Thus they need trouble us no further. At this point we can read off the coefficient of $\phi_1$ and set $p_1^2 = 0$.

$$\Sigma'(0) = \frac{64}{3} \pi \alpha_s (1 - \epsilon) \mu_D^2 \int_0^1 dx \int_0^{1-x} dy \int \frac{d^{4-2\epsilon}\ell}{(2\pi)^{4-2\epsilon}} \times \left( -1 + \frac{3 - \epsilon}{2 - \epsilon} x \right) \ell^2 - x(1-x)(1-y)Q^2 \right. \right.$$\left. \left. (\ell^2 + xyQ^2)^3 \right) \frac{(-1 + \frac{3 - \epsilon}{2 - \epsilon} x) \ell^2 - x(1-x)(1-y)Q^2}{(\ell^2 + xyQ^2)^3} \right.$$

$$= \frac{2\alpha_s}{3\pi} (1 - \epsilon) \Gamma(1 + \epsilon) \left( \frac{4\pi \mu_D^2}{-Q^2} \right)^\epsilon \int_0^1 dx \int_0^{1-x} dy (xy)^{-\epsilon} \left[ \frac{2(1 - \epsilon)}{\epsilon} - \frac{3 - 2\epsilon}{\epsilon} x + \frac{1 - \epsilon}{y} - \frac{3 - 2\epsilon}{\epsilon} y \right]. \quad (4.23)$$

The terms involving $1/\epsilon$ are the expected ultraviolet divergence. There is also a single collinear singularity, at $y = 0$.

The self-energy correction to the incoming antiquark line is completely analogous, but it is appropriate to interchange the parameters $x$ and $y$. The order-$\alpha_s$ contribution to the $q_i \bar{q}_j \rightarrow V$ amplitude due to virtual gluons is therefore equal to the tree-level amplitude times
the factor

\[
\Delta \equiv \delta F_1(Q^2) - \frac{1}{2} \Sigma'(0) - \frac{1}{2} \Sigma'(0)
\]

\[
= -\frac{\alpha_s}{3\pi} \Gamma(1 + \epsilon) \left( \frac{4\pi \mu_D^2}{-Q^2} \right)^\epsilon \int_0^1 dx \int_0^{1-x} dy (xy)^{-\epsilon}
\]

\[
\times \left[ \frac{2}{xy} - (1 + \epsilon) \left( \frac{1}{x} + \frac{1}{y} \right) - (1 - \epsilon) \left( \frac{x}{y} + \frac{y}{x} \right)
\]

\[
+ \frac{2(1 - \epsilon)}{\epsilon} - \frac{(1 - \epsilon)(3 - 2\epsilon)}{\epsilon} (x + y) \right], \quad (4.24)
\]

and the NLO contribution to the cross section is then

\[
\sigma_{\text{virt}} = (2 \text{ Re } \Delta) \sigma_{qq}^{(0)}
\]

\[
= -\frac{8\pi\alpha_s}{9S} (1 - \epsilon) \Gamma(1 + \epsilon) \text{ Re} \left( \frac{4\pi \mu_D^4}{-Q^2} \right)^\epsilon \sum_{i,j} C_{ij} (q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i)(z_0)
\]

\[
\times \int_0^1 dx \int_0^{1-x} dy (xy)^{-\epsilon} \left[ \frac{2}{xy} - (1 + \epsilon) \left( \frac{1}{x} + \frac{1}{y} \right) - (1 - \epsilon) \left( \frac{x}{y} + \frac{y}{x} \right)
\]

\[
+ \frac{2(1 - \epsilon)}{\epsilon} - \frac{(1 - \epsilon)(3 - 2\epsilon)}{\epsilon} (x + y) \right], \quad (4.25)
\]

This must be combined with the correction due to real-gluon emission to yield an infrared-finite result.

The hadronic real-gluon-emission cross section involves an integration over the Mandelstam variables \( s, t, \) and \( u, \) subject to the constraint \( s + t + u = Q^2. \) There are collinear singularities at \( t = 0 \) and at \( u = 0, \) and where the two meet there is an infrared singularity at \( s = Q^2. \) Similarly, the virtual-gluon cross section involves an integration over the Feynman parameters \( x \) and \( y, \) and for convenience we can introduce a third parameter \( z, \) constrained by \( x + y + z = 1. \) There are collinear singularities at \( x = 0 \) and at \( y = 0, \) and where the two meet there is an infrared singularity at \( z = 1. \) The similarity between the two structures is
striking, and they can be made to match exactly by the mapping

\[
x \rightarrow -\frac{u}{s}, \quad y \rightarrow -\frac{t}{s}, \quad z \rightarrow \frac{Q^2}{s}.
\]  

This mapping is illustrated in Fig. 4.8.

Figure 4.8: The region of Feynman-parameter space bounded by \(x = 0, y = 0, \) and \(z = 0\) is mapped by Eq. (4.26) onto the region of Mandelstam-variable space bounded by \(s = \infty, t = 0, \) and \(u = 0.\) The real-gluon contribution is bounded by \(s = S\) (or \(z = z_0\)), while the virtual-gluon contribution extends all the way to \(z = 0\) (or \(s = \infty\)). The heavy lines represent the collinear singularities, and the black dots represent the infrared singularity.

We thus change variables from \(x, y, z\) to \(s, t, u,\) using the relation

\[
\int_0^1 dx \int_0^{1-x} dy = \int_0^1 dx \int_0^1 dy \int_0^1 dz \delta(x + y + z - 1)
\]

\[
= Q^2 \int_{Q^2}^\infty \frac{ds}{s^3} \int_{-\infty}^0 dt \int_0^0 du \delta(s + t + u - Q^2). \tag{4.27}
\]
Thus we can write down the virtual-gluon differential cross section:

\[
\frac{d\sigma_{\text{virt}}}{dt} = -\frac{8\pi\alpha\alpha_s}{9S}(1 - \epsilon)\Gamma(1 + \epsilon) \text{Re} \left( \frac{4\pi\mu_D^4}{-\mu^2} \right) \sum_{i,j} C_{ij}(q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i) \left( \frac{Q^2}{s} \right) \\
\times \int_{Q^2}^{\infty} ds \frac{Q^2}{s^3} \int_0^0 du \delta(s + t + u - Q^2) \left( \frac{s^2}{tu} \right) ^\epsilon \\
\times \left[ \frac{2s^2}{tu} - (1 + \epsilon) \left( \frac{s}{-t} + \frac{s}{-u} \right) - (1 - \epsilon) \left( \frac{t}{u} + \frac{u}{t} \right) \\
+ \frac{2(1 - \epsilon)}{\epsilon} - \frac{(1 - \epsilon)(3 - 2\epsilon)}{\epsilon} \frac{s - Q^2}{s} \right]. \tag{4.28}
\]

In this equation the symbols \(s, t,\) and \(u\), while they have been designed to resemble Mandelstam variables, are not defined in terms of external momenta, but rather as particular combinations of Feynman parameters given by Eq. (4.26). In particular \(s \neq (p_1 + p_2)^2 = Q^2\).

We now proceed in the same way as for real-gluon emission, focusing on the \(t = 0\) singularity and keeping only the leading terms as \(t \to 0\).

\[
\bar{\sigma}_{\text{virt}} = \frac{8\pi\alpha\alpha_s}{9S} \frac{1 - \epsilon}{\epsilon} \Gamma(1 + \epsilon) \text{Re} \left( \frac{4\pi\mu_D^4}{-\mu^2} \right) \sum_{i,j} C_{ij}(q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i)(z_0) \\
\times \int_0^1 \frac{dz}{z} \left[ z(1 - z) \right] ^{-\epsilon} \frac{z^2[3 - z - \epsilon(1 - z)]}{1 - z}. \tag{4.29}
\]

We now add Eqs. (4.16) and (4.29) to find

\[
\bar{\sigma}_{q\bar{q}}^{(1)} = -\frac{8\pi\alpha\alpha_s}{9S} \frac{1 - \epsilon}{\epsilon} \left( \frac{4\pi\mu_D^4}{\mu^2} \right) \sum_{i,j} C_{ij} \int_0^1 \frac{dz}{z} (1 - z)^{-\epsilon} \\
\times \left\{ \theta(z - z_0) \frac{1}{\Gamma(1 - \epsilon)}(q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i) \left( \frac{z_0}{z} \right) \frac{1 + z^2 - \epsilon(1 - z)^2}{1 - z} \\
- \text{Re}(-1)^\epsilon \Gamma(1 + \epsilon)(q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i)(z_0)z^{-\epsilon} \frac{z^2[3 - z - \epsilon(1 - z)]}{1 - z} \right\}. \tag{4.30}
\]

The infrared divergence, \(z \to 1\), manifestly cancels between the real- and virtual-gluon contributions, up to terms of order \(\epsilon^2\) in the integrand, which yield finite terms after the
integration over $z$. The cancellation of the infrared divergence prior to integration is reminiscent of the work of Refs. [52, 53, 54].

We express this result in terms of the familiar “plus” distributions and expand in powers of $\epsilon$, obtaining

$$
\tilde{\sigma}_{qq}^{(1)} = \frac{2\pi \alpha_s}{3 S} (1 - \epsilon) \mu_D^2 \sum_{i,j} C_{ij} \int_{z_0}^{1} \frac{dz}{z} (q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i) \left( \frac{z_0}{z} \right)
$$

$$
\times \left[ - \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi \mu_D^2}{\mu^2} \right) P_{qq}(z) + \frac{4}{3} (1 + z^2) \left( \frac{\ln(1 - z)}{1 - z} \right) + \left( \frac{4\pi^2}{3} - \frac{14}{3} \right) \delta(1 - z) + \frac{4}{3}(1 - z) \right], \quad (4.31)
$$

where $P_{qq}(z) = \frac{4}{3} \left[ (1 + z^2)/(1 - z) \right]_+$ is the DGLAP splitting function.
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Figure 4.9: The counterterms corresponding to the $t$- and $u$-channel collinear singularities are formed by integrating over the shaded strips. We must be careful to avoid double-counting in the region where the two strips overlap.
The total real- and virtual-gluon cross section is given by [46]

\[
\sigma_{q\bar{q}}^{(1)} = \frac{2\pi\alpha_s}{3S} (1 - \epsilon) \mu_D^2 \sum_{i,j} C_{ij} \int_{z_0}^1 \frac{dz}{z} \left( q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i \right) \left( \frac{z_0}{z} \right)
\]

\[
\times \left[ -2 \left( \frac{1}{\epsilon} - \gamma + \ln \frac{4\pi\mu_D^2}{Q^2} \right) P_{qq}(z) + \frac{16}{3} (1 + z^2) \left( \frac{\ln(1 - z)}{1 - z} \right) + \right.
\]

\[
+ \left. \left( \frac{8\pi^2}{9} - \frac{32}{3} \right) \delta(1 - z) - \frac{8}{3} \frac{1 + z^2}{1 - z} \ln z \right]. \quad (4.32)
\]

We must subtract from this expression two copies of \( \sigma_{q\bar{q}}^{(1)} \) (corresponding to the two collinear singularities), which will be absorbed into the quark and antiquark distribution functions. However, in doing so we will have double-counted a finite contribution from the region where both \( t \) and \( u \) are near zero (see Fig. 4.9). We must therefore add the quantity

\[
\bar{\sigma}_{q\bar{q}}^{(1)} \equiv \lim_{t,u \to 0} \left( (tu)^{1+\epsilon} \frac{d^2\sigma_{q\bar{q}}^{(1)}}{dt \, du} \right) \int_{-\mu^2}^0 dt \int_{-\mu^2}^0 du \frac{1}{(tu)^{1+\epsilon}}
\]

\[
= \frac{2\pi\alpha_s}{3S} \sum_{i,j} C_{ij} \int_{z_0}^1 \frac{dz}{z} \left( q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i \right) \left( \frac{z_0}{z} \right) \frac{8\pi^2}{9} \delta(1 - z). \quad (4.33)
\]

Thus the explicit collinear-scheme NLO correction to the Drell-Yan cross section is

\[
\sigma_{q\bar{q}}^{(1)} - 2\bar{\sigma}_{q\bar{q}}^{(1)} + \bar{\sigma}_{q\bar{q}}^{(1)} = \frac{2\pi\alpha_s}{3S} \sum_{i,j} C_{ij} \int_{z_0}^1 \frac{dz}{z} \left( q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i \right) \left( \frac{z_0}{z} \right)
\]

\[
\times \left[ 2P_{qq}(z) \ln \frac{Q^2}{\mu^2} + \frac{8}{3} (1 + z^2) \left( \frac{\ln(1 - z)}{1 - z} \right) + \left( \frac{8\pi^2}{9} + \frac{4}{3} \right) \delta(1 - z)
\]

\[
- \frac{8}{3} \frac{1 + z^2}{1 - z} \ln z - \frac{8}{3} (1 - z) \right]. \quad (4.34)
\]

The collinear contribution absorbed into the quark distribution function is

\[
\bar{\sigma}_{q\bar{q}}^{(1)} - \frac{1}{2} \bar{\sigma}_{q\bar{q}}^{(1)} = \frac{4\pi^2\alpha_s}{3S} (1 - \epsilon) \mu_D^2 \sum_{i,j} C_{ij} (\delta q_i \otimes \bar{q}_j + \bar{q}_j \otimes \delta q_i) \left( \frac{Q^2}{S} \right). \quad (4.35)
\]
where

$$ \delta q_i(x) = -\frac{\alpha_s}{2\pi} \int_x^1 \frac{dz}{z} q_i \left(\frac{x}{z}\right) \left[ \left(1 - \gamma + \ln \frac{4\pi\mu_D^2}{\mu^2}\right) P_{q\bar{q}}(z) - \frac{4}{3} (1 + z^2) \left(\frac{\ln(1 - z)}{1 - z}\right) + \left(-\frac{8\pi^2}{9} - \frac{14}{3}\right) \delta(1 - z) - \frac{4}{3}(1 - z) \right]. \quad (4.36) $$

The correction $\delta \bar{q}_j(x)$ to the antiquark distribution function is analogous.

Again, the explicit correction can be calculated directly by subtracting $\sigma_{q\bar{q}}^{(1)}$ before performing the integration, similarly to Eqs. (4.12) and (4.13). This obviates the need to regulate the collinear divergences. Furthermore, since Eq. (4.30) is manifestly infrared finite, there is no need to regulate the infrared divergences either. We checked that Eq. (4.34) is reproduced if we use dimensional regularization to regulate only the ultraviolet divergences.

![Figure 4.10: The quantities $-t d\tilde{\sigma}_{q\bar{q}+gq}^{(1)}/dt$, defined in Eq. (4.14), and $-t d\tilde{\sigma}_{q\bar{q}}^{(1)}/dt$, defined in Eq. (4.37), normalized to their respective limiting values as $t \to 0$, for the case of real $Z$-boson production at the Tevatron. The initial-gluon curve passes through 0.5 when $\sqrt{-t} = 0.53Q$, and the real- and virtual-gluon curve when $\sqrt{-t} = 0.57Q$.](image-url)

In order to choose the factorization scale, we must construct the analogous quantity to
Eq. (4.14). Retaining only terms proportional to $1/t$ in Eqs. (4.15) and (4.28), we obtain

$$-t \frac{d\bar{\sigma}_{gq}^{(1)}}{dt} = \frac{8\pi\alpha_s}{9S} \sum_{i,j} C_{ij} \int_{Q^2-t}^{\infty} \frac{ds}{s} \left[ \theta(s - s)(q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i) \left( \frac{s}{S} \right) \frac{s^2 + Q^4}{s(s - Q^2)} \right. $$

$$\left. - (q_i \otimes \bar{q}_j + \bar{q}_j \otimes q_i) \left( \frac{Q^2}{S} \right) \frac{Q^4(3s - Q^2)}{s^2(s - Q^2)} \right]. \quad (4.37)$$

This quantity is plotted, along with $-t d\bar{\sigma}_{gq+gq}/dt$, in Fig. 4.10. The factorization scale indicated by the real- and virtual-gluon plateau is $0.57Q$, about the same as that indicated by the initial-gluon plateau.

Figure 4.11: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to real $Z$-boson production at the Tevatron. The factorization scales indicated by the plateaux are $0.53Q$ for initial gluons and $0.57Q$ for real and virtual gluons.

Fig. 4.11 shows the factorization-scale dependence of both NLO corrections to the Drell-Yan cross section in the collinear scheme. At $\mu \approx Q/2$, the correction due to real and virtual gluons is very small, about $-7\%$ of the LO cross section. This correction is even smaller at $\mu \approx Q$, essentially vanishing. However, there is no reason to expect the correction to vanish near the appropriate factorization scale; it is enough that it is small, indicating a convergent perturbation series.
4.3 Results

In this section we show the factorization-scale dependence of the LO and NLO contributions to the Drell-Yan cross section, in the collinear scheme, for several values of $Q$ and $\sqrt{s}$. In some cases the initial-gluon correction has been multiplied by a large factor in order to make it more visible.

Fig. 4.12 shows the case of virtual $Z$-boson production at the CERN Large Hadron Collider (LHC) ($\sqrt{s} = 14$ TeV $pp$), with $Q = 650$ GeV. This value of $Q$ has been chosen so that the ratio $Q/\sqrt{s}$ is the same as for the case of real $Z$-boson production at the Tevatron, presented in Fig 4.11. The factorization scales indicated by the plateaux are about the same as in that case, still in the vicinity of $\mu \approx Q/2$. Again, both NLO corrections are very small near this scale.

![Figure 4.12: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual $Z$-boson production at the LHC, with $Q = 650$ GeV. The factorization scales indicated by the plateaux are 0.52$Q$ for initial gluons and 0.61$Q$ for real and virtual gluons.](image)

Fig. 4.13 shows the case of virtual $Z$-boson production at the Tevatron, with $Q = 280$ GeV. The factorization scales indicated by the initial-gluon plateau (0.44$Q$) and by
Figure 4.13: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual $Z$-boson production at the Tevatron, with $Q = 280$ GeV. The factorization scales indicated by the plateaux are $0.44Q$ for initial gluons and $0.64Q$ for real and virtual gluons.

Figure 4.14: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual $Z$-boson production at the LHC, with $Q = 2$ TeV. The factorization scales indicated by the plateaux are $0.43Q$ for initial gluons and $0.62Q$ for real and virtual gluons.
the real- and virtual-gluon plateau \((0.64Q)\) differ more than in the case of real \(Z\)-boson production, but are close enough that both corrections are very small for \(\mu \approx Q/2\). Fig. 4.14 shows the case of virtual \(Z\)-boson production at the LHC, with \(Q = 2\) TeV. The ratio \(Q/\sqrt{S}\) is the same in Figs. 4.13 and 4.14, and the behavior of the NLO corrections is very similar.

In Figs. 4.15–4.20 we show the factorization-scale dependence of the virtual \(Z\)-boson production cross section for increasingly high values of \(Q\), at both the Tevatron and the LHC. As \(Q/\sqrt{S}\) increases, the factorization scale indicated by the real- and virtual-gluon plateau decreases slowly, while that indicated by the initial-gluon plateau decreases somewhat more rapidly. As the scale indicated by the initial-gluon plateau decreases, we observe a corresponding decrease in the scale at which the initial-gluon correction is minimized, which supports our argument for this scale choice. In Figs. 4.19 and 4.20, the two scales differ by nearly a factor of 2, and this difference is reflected in the plots; the initial-gluon correction is very small for \(\mu \approx Q/4\), while the real- and virtual-gluon correction is very small for \(\mu \approx Q/2\). When choosing a single factorization scale, it is necessary to compromise between these two values. Since the initial-gluon correction is dwarfed by the real- and virtual-gluon correction, for practical purposes one should choose the scale indicated by the real- and virtual-gluon plateau, \(\mu \approx Q/2\).

In Figs. 4.21 and 4.22, we examine Drell-Yan production of a virtual photon in a fixed-target experiment with a beam energy of 800 GeV (\(\sqrt{S} = 38.8\) GeV \(pp\)). Once again, the NLO corrections are small if the factorization scale is chosen according to the plateaux. Fig. 4.22 in particular illustrates the importance of this choice: if one instead chose \(\mu = Q\), the NLO correction due to real and virtual gluons would equal 35% of the LO cross section.

### 4.4 Discussion

The expansion parameter in perturbative QCD is \(\alpha_s/\pi \approx 0.04\) (for renormalization scales near the \(Z\) mass), so it is reasonable to expect QCD radiative corrections to be of this
Figure 4.15: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual $Z$-boson production at the Tevatron, with $Q = 490 \text{ GeV}$. The factorization scales indicated by the plateaux are $0.37Q$ for initial gluons and $0.63Q$ for real and virtual gluons.

Figure 4.16: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual $Z$-boson production at the LHC, with $Q = 3.5 \text{ TeV}$. The factorization scales indicated by the plateaux are $0.37Q$ for initial gluons and $0.58Q$ for real and virtual gluons.
Figure 4.17: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual Z-boson production at the Tevatron, with $Q = 700 \text{ GeV}$. The factorization scales indicated by the plateaux are $0.33Q$ for initial gluons and $0.58Q$ for real and virtual gluons.

Figure 4.18: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual Z-boson production at the LHC, with $Q = 5 \text{ TeV}$. The factorization scales indicated by the plateaux are $0.32Q$ for initial gluons and $0.53Q$ for real and virtual gluons.
Figure 4.19: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual Z-boson production at the Tevatron, with $Q = 910$ GeV. The factorization scales indicated by the plateaux are $0.28Q$ for initial gluons and $0.53Q$ for real and virtual gluons.

Figure 4.20: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual Z-boson production at the LHC, with $Q = 6.5$ TeV. The factorization scales indicated by the plateaux are $0.28Q$ for initial gluons and $0.49Q$ for real and virtual gluons.
Figure 4.21: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual photon production in $pp$ collisions at $\sqrt{s} = 38.8$ GeV, with $Q = 5$ GeV. The factorization scales indicated by the plateaux are $0.48Q$ for initial gluons and $0.64Q$ for real and virtual gluons.

Figure 4.22: The factorization-scale dependence in the collinear scheme of the LO and NLO contributions to virtual photon production in $pp$ collisions at $\sqrt{s} = 38.8$ GeV, with $Q = 20$ GeV. The factorization scales indicated by the plateaux are $0.27Q$ for initial gluons and $0.48Q$ for real and virtual gluons.
order. Indeed, this is exactly the size of the NLO correction to $e^+e^- \rightarrow q\bar{q}$, one of the classic processes of QCD. However, for QCD corrections to hadron-hadron processes, we have become accustomed to much larger radiative corrections, of order 20–100%. The size of the correction is dependent on the factorization scale, so there is always some assumption about the appropriate factorization scale when one quotes the size of the radiative correction.

In this paper we have introduced the collinear factorization scheme, and argued for a method to choose the factorization scale in that scheme. We applied this to the Drell-Yan process, and found that the NLO corrections are very small, less than 10%, for a wide variety of machine energies and values of the vector-boson invariant mass $Q$. The factorization scale indicated by our method is $\mu \approx Q/2$ in the collinear scheme. This is not necessarily the correct scale in other factorization schemes, such as the popular $\overline{\text{MS}}$ scheme.

The lack of large radiative corrections for a given factorization scale (for a given scheme) supports that choice of factorization scale as being appropriate. When calculated to all orders in perturbation theory, the cross section is independent of the factorization scale. In practice one is limited to low orders in perturbation theory, so one seeks a choice of factorization scale that yields a rapid convergence of the perturbation series.

To be more precise, we must consider what one means by the size of the radiative corrections. The only definition that is scheme-independent, at least formally to any given order in perturbation theory, is as follows. The LO calculation should be performed with LO parton distribution functions, the NLO calculation with NLO parton distribution functions, and so on. Since we are working in the collinear scheme, we should be using collinear-scheme parton distribution functions at NLO, which are not available. Thus, what we have shown in this paper is that the explicit NLO corrections to the Drell-Yan process are small in the collinear scheme. There remains an additional correction that results from passing from LO to NLO parton distribution functions. Until a NLO set of collinear-scheme parton distribution functions is available, we cannot know the size of this correction.

There is a surprising aspect to our results. It is well known that the Drell-Yan process,
Figure 4.23: The factorization-scale dependence in the collinear scheme of the LO and real- and virtual-gluon NLO contributions to virtual photon production in $pp$ collisions at $\sqrt{S} = 38.8$ GeV, with $Q = 20$ GeV. The terms proportional to $[1/(1 - z)]_+$ and $[\ln(1 - z)/(1 - z)]_+$ are plotted separately. The factorization scale indicated by the real- and virtual-gluon plateau is $0.48Q$.

like all hadron-hadron scattering processes, is afflicted by large “threshold” logarithms that degrade the convergence of the perturbation series [55]. These correspond to the terms proportional to $[\ln(1 - z)/(1 - z)]_+$ and $[1/(1 - z)]_+$ [implicit in $P_{qq}(z)$] in the real- and virtual-gluon emission correction [see Eq. (4.34)]. Although such terms are present in the collinear scheme, they are of opposite sign (for $\mu \approx Q/2$), and largely cancel. The net result is that the NLO correction is very small, even for $Q$ of order half the center-of-mass energy, where such logarithms are particularly large. In contrast, for $\mu = Q$ the term proportional to $[1/(1 - z)]_+$ vanishes [since it is multiplied by $\ln(Q/\mu)$], leaving a large correction from the $[\ln(1 - z)/(1 - z)]_+$ term. For example, this term dominates the NLO correction at $\sqrt{S} = 38.8$ GeV, $Q = 20$ GeV (see Fig. 4.23) for $\mu = Q$, resulting in a 35% correction to the LO cross section.
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